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Abstract

We can tease apart the research on gradual types into two ‘lineages’: a pragmatic, dynamic-first lineage and a formal, type-theoretic, static-first lineage. The dynamic-first lineage’s focus is on taming particular idioms—‘pre-existing conditions’ in untyped programming languages. The static-first lineage’s focus is on interoperation and individual type system features, rather than the collection of features found in any particular language. Both appear in programming languages research under the name “gradual typing”, and they are in active conversation with each other.

What are these two lineages? What challenges and opportunities await the static-first lineage?
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1 A tale of two gradualities

It was the best of types, it was the worst of types,

it was the age of static guarantees, it was the age of blame,

it was the epoch of implementations, it was the epoch of core calculi,

it was the season of pragmatism, it was the season of principles.

—with apologies to Charles Dickens

In 2006, the idea of gradual typing emerged in two papers. Tobin-Hochstadt and Felleisen introduced the idea of mixing untyped and typed code in way such that “code in typed modules can’t go wrong” using contracts [58, 23]; Siek and Taha showed how to relax the simply typed lambda calculus (plus some extensions) to allow for unspecified “dynamic” types to be resolved at runtime via casts [49].

In these two papers, two parallel lines of research on gradual typing began with quite different approaches. Sam Tobin-Hochstadt summarized the distinction as ‘type systems for existing untyped languages’ [Tobin-Hochstadt and Felleisen] and ‘sound interop btw typed and untyped code’ [Siek and Taha]. I draw slightly different lines, identifying one lineage as being “dynamic-first” and the other as “static-first”. That is: one can think about taking a dynamic language and building a type system for it, or one can think about taking a statically typed language and relaxing it to allow for dynamism.

1 Flanagan showed how to use a similar cast framework to relax a fancy subset type system [24]. There must have been something in the water.

2 https://twitter.com/samth/status/1039707471290478595
The division between these two approaches is still evident, and the latter approach has an opportunity for interesting new discoveries from proof-of-concept (and more serious) implementations.\textsuperscript{3}

Disclaimer: I have made an effort to be thorough but not comprehensive in my citations. Readers looking for a comprehensive survey will enjoy Sam Tobin-Hochstadt’s “Gradual Typing Bibliography”.\textsuperscript{4} Even so, I make general claims about trends in gradual types. I try to mention the inevitable exceptions to my generalizations, but I may have missed some.

1.1 The dynamic-first approach

Tobin-Hochstadt and Felleisen use a ‘macro’ approach, where the unit of interoperation is the module. They are directly inspired by Racket’s module system. They see the dynamic language as being somehow primary, with a static layer above:

First, a program is a sequence of modules in a safe, but dynamically typed programming language. The second assumption is that we have an explicitly, statically typed programming language that is [a] variant of the dynamically typed language. Specifically, the two languages share run-time values and differ only in that one has a type system and the other doesn’t.\textsuperscript{58}

Their paper takes an “expanded core calculus” approach, defining an extension of the lambda calculus with a notion of module (untyped, contracted, or typed).

Dynamic-first gradual typing is about accommodating particular programming idioms in programs that allow legacy untyped code to interoperate with the newly typed fragment. Typed Racket is the first and perhaps canonical example, though TypeScript’s various dialects, Dart, DRuby/Rubydust/rtc, Clojure’s specs, Gradualtalk, Reticulated Python, and Thorn are all comparable efforts in the research community\textsuperscript{[59, 25, 7, 45, 44, 5, 66, 9]}. These languages all share an approach going back chiefly to the 1990s but also earlier: we have a dynamic language and we’d like the putative benefits of static typing (for, e.g., maintenance, documentation, performance)\textsuperscript{[15, 57, 13, 16, 34]}.

Not having to support a static type system frees dynamic languages up for including powerful dynamic features which would be problematic in a typed setting, e.g., reflective behaviour and metaprogramming facilities. Commonly available reflective mechanisms include support for checking available fields/methods, adding and removing fields/methods, without the need to restart or rebuild the running program, and runtime code generation. A common use of reflection is to extract all methods prefixed “test” in unit test frameworks, but also to generate names of attributes from program input.\textsuperscript{4}

The type systems used in the dynamic-first approach tend to the unfamiliar, with features designed to capture particular language idioms, like occurrence typing, ‘like’ types, severe relaxations of runtime checking disciplines to avoid disrupting reference equality, and ad hoc rules for inferring particular types (e.g., telling the difference between a tuple and an array).

\textsuperscript{3} There are two other distinctions one could make. First, the macro/micro distinction from Takikawa et al. and Greenman et al.\textsuperscript{[55, 33]}; second, the latent/manifest distinction\textsuperscript{[29, 30]}; and third, the distinction between programs whose static semantics influences their runtime (e.g., type classes) and those languages where types can be erased. These distinctions are important but less salient for my argument.

\textsuperscript{4} \url{https://github.com/samth/gradual-typing-bib}
1.2 The static-first approach

Siek and Taha take a ‘micro’ approach, where the unit of interoperation is the expression [49]. They are inspired by Thatte’s quasi-static typing and Oliart’s algorithmic treatment thereof [57, 42]. While they imagine migrating programs from dynamic to static—would one ever want to go the other way?—they implicitly see the type system as primary, and gradual types as a relaxation. In their contributions:

We present a formal type system that supports gradual typing for functional languages, providing the flexibility of dynamically typed languages when type annotations are omitted by the programmer and providing the benefits of static checking when function parameters are annotated.

Their paper does not, however, identify any particular dynamic idioms that their static type discipline disallows. Such an example might serve as motivation for wanting to relax the type system, either to accommodate existing dynamic code that uses hard-to-type idioms (e.g., as in Takikawa et al. [56]) or to write new code that goes beyond their system (e.g., as in Tobin-Hochstadt and Findler [60]). (They don’t observe as much, but adding the dynamic type does add a new behavior—nontermination [1].) The code of their two lambda calculus interpreters is identical (their Figure 1); only the type annotations change. According to Siek et al.’s refined definition [52], gradual typing “provides seamless interoperability, and enables the convenient evolution of code between the two disciplines”; it is critical to their conception of gradual typing that it “relates the behavior of programs that differ only with respect to their type annotations”. Lacking particular dynamic idioms to accommodate, the examples in static-first papers tend to be toy snippets mixing static and dynamic code to highlight this interoperation, even when pointing out the oversight (e.g., Section 6 from Garcia and Cimini [26]).

Work in the ‘static-first’ lineage cite interoperation as a motivation, not only in Siek and Taha’s seminal paper [49] but especially in Wadler and Findler [68]. Later papers take interesting type feature X and show how to relax the typing rules, resolving static imprecision with dynamic checks: objects [50], polymorphism [2, 3, 63], typestate [69], information flow control [20, 22, 61], ownership types [47], effects [8], session types [35], etc. The process of relaxation was made beautifully concrete in Garcia, Clark, and Tanter’s “Abstracting Gradual Typing” (AGT) [27]; Matteo Cimini and Jeremey Siek built the Gradualizer, a tool for automatically turning a type system gradual [19].

The type systems in the static-first lineage tend to look much more like those found in the conventional types literature... unsurprising, in light of AGT! The resulting theories are typically conservative extensions of their original system—statically typed programs remain acceptable—satisfying the static gradual guarantee (reducing type precision retains typeability) [52]. Many systems also enjoy the dynamic gradual guarantee (reducing type precision retains successful runs of the program), though notably not for several type systems implementing hyperproperties [62, 64].

2 Dynamic trouble in static paradise

It is easy to design a type system, and it is reasonably straightforward to validate some theoretical property. However, the true proof of a type system is a pragmatic evaluation. To this end, it is imperative to integrate the novel ideas with an existing programming language. Otherwise it is difficult to demonstrate that the type system
accommodates the kind of programming style that people find natural and that it
serves its intended purpose.

To evaluate occurrence typing rigorously, we have implemented Typed Scheme.

—Tobin-Hochstadt and Felleisen [59]

2.1 A distinction without a difference?

Does it matter whether one starts from dynamic typing and works up to static or starts with
static relaxes to allow dynamic typing? Only the dynamic-first lineage addresses particular
types and the particular difficulties they introduce into the resulting systems.

Dynamic-first gradual typing is motivated by particular, existing legacy code in particular,
existing languages. Whatever theory dynamic-first systems come up with must be
accommodated to the host language’s pre-existing conditions.

Dynamic language programmers often employ programming idioms that impede
precise yet sound static analysis. For example, programmers often give variables
flow-sensitive types that differ along different paths, or add or remove methods from
classes at run-time using dynamic features such as reflection and \texttt{eval}. [7, 46]

Static-first gradual typing typically lacks such motivation, studying interoperation more
abstractly. Static-first gradual typing often studies type system \textit{features} without any attempt
to accommodate the idiosyncrasies of any particular, existing programming language. (There
are, of course, laudable exceptions [47, 6].)

The distinction becomes clear when we see what is actually implemented: the overwhelm-
ing majority of the existing implementations of gradual typing start with a dynamic language
and grow an appropriate type system for it. There are two notable exceptions: Nom and
Grift are direct implementations of the static-first theory [40, 36]; C# is a statically typed
language which grew a dynamic runtime unrelated to the theory of gradual types.

It is surprising that the theory should take a static-first approach, but the practice takes
a dynamic-first one. It would seem that nobody has tried to apply the static-first theory to
a pre-existing statically typed language. A set of concrete, desirable dynamic idioms would
allow the dynamic-first and static-first lineages to address the same challenges and benefit
more from each other’s insights. I offer one such challenge in detail, followed by some higher
level challenges (Section 3).

2.2 A dynamic idiom: \texttt{flatten}

A canonical example of a dynamic programming idiom is the \texttt{flatten} function (Figure 1).
The \texttt{flatten} function takes arbitrarily nested lists (formed by \texttt{cons} cells) and produces a
single flat list containing all of the elements in a left-to-right traversal. Thinking of such
nested lists as trees, \texttt{flatten} computes the fringe of the tree. The \texttt{flatten} function works
because there are predicates \texttt{null?} and \texttt{cons?} of conceptual type \texttt{? \rightarrow bool}. While it is a
perfectly safe function—nothing in it can go wrong at runtime—it is hard to assign a type to
\texttt{flatten}, since the type of heterogenous nested lists cannot be written down in simple type
languages. Like in Tobin-Hochstadt and Findler’s “gradual typing poem” [60], we assign the
dynamic type to patch over a programming idiom that our type system cannot account for
there, cyclic data structures; here, heterogeneity and arbitrary nesting).

\footnote{https://twitter.com/lambda_calculus/status/1039702266679369730}
(define (flatten x)
  (cond
    [(null? x) '()]       
    [(cons? x) (append (flatten (car x)) (flatten (cdr x)))]
    [else (list x))])

> (flatten '(1 (2 3) (((4) (5)) (6 7 8 (9))))) ; example
'(1 2 3 4 5 6 7 8 9)

Figure 1 The flatten function in Scheme/Racket

2.2.1 flatten in dynamic-first gradual typing

Occurrence typing captures the reasoning in flatten perfectly, allowing Typed Racket to infer the type of flatten without any annotations.\(^6\)

Occurrence typing is not a standard type system feature. It is not even a particularly desirable one according to the tastes of the static typing community, as evidenced its lack of adoption in the there. Folks who like static types seem to prefer dependent pattern matching for flow-sensitive reasoning. Occurrence typing is used in Typed Racket because it works: it “accommodates ... modes of reasoning ... programmers use”—Typed Racket was designed “to support Scheme idioms and programming styles” [59].

2.2.2 flatten in static-first gradual typing

How might one write flatten in the static-first lineage? While flatten is an example of a simple dynamic idiom, the static-first lineage has only recently devised systems that can accommodate it. Most static-first gradual type systems don’t offer type tests, though there are noteworthy exceptions [37, 38, 12]. Siek and Tobin-Hochstadt’s true union types [51] can handle the definition at the same moral type of $\varnothing \rightarrow \text{list } \varnothing$ (in their notation, $\varnothing \rightarrow \mu X. \text{unit } \cup \varnothing \times X$). Toro and Tanter can’t quite handle it [65]. Recent work by Castagna, Lanvin, and others might be able to accommodate the idiom, as well [17, 18].

3 An opportunity

Static-first gradual typing has the opportunity to (a) identify the particular new programs gradual typing allows us to write or interoperate with and (b) verify that we can implement gradual type systems accommodating these new programs.

Enumerating concrete examples and implementing the theory will stress-test our understanding of the theory, leading to refinements and improvements in theory and practice.

3.1 Gradual typing for expressiveness

For any interesting programming language, there will always be some programs that [the] user must rewrite to accommodate a static type checker.

\(^6\) Typed Racket assigns the type (\text{-> \textit{Any} (Listof \textit{Any})}). It is reasonable that Typed Racket cannot express the negated union lurking in the codomain under the Listof, where one might want to write (\text{-> \textit{Any} (Listof \text{(- \textit{Any} (Listof \textit{Any}))}}). Recent work combining gradual typing with set theoretic types might be able to express this more precise type [18].
If one studies gradual typing in order to be able to write new kinds of programs, I offer three examples of dynamic idioms that might serve as motivating examples.

1. **Heterogeneous structures.** While flatten is a “toy” function, it makes non-trivial use of type predicates in a way that is simultaneously realistic and challenging to existing static-first type theories. Put another way, I might want to temporarily “cheat” and view my structured data a little less formally than the type system would ordinarily allow. How can such shenanigans be safely accommodated in languages that want types to mean things? What does that mean for more complicated structures like sets and maps that, e.g., compare values to maintain invariants?

2. **Semi-structured data, like JSON, YAML, and XML.** Even when these formats don’t take advantage of recursion, they represent heterogeneous data that isn’t easily accommodated by type systems.

3. **Attaching information to HTTP request and response objects.** So-called “middleware” in web servers is typically implemented as a quasi-continuation-passing function $mw : \text{Req} \times \text{Resp} \times (\text{unit} \to \alpha) \to \alpha$, where $\text{Req}$ and $\text{Resp}$ are (mutable) HTTP request and response objects and the third argument is a (thunked) continuation. The middleware function $mw$ can look up user information and then attach that user information to the request object, making it available for later processing.

### 3.2 Gradual typing for interoperation

If one studies gradual typing in order to be able to interoperate programs from different idioms, what better way to show it than by implementing an interoperation library for, say, OCaml and Python or Haskell and Julia or Scala and Clojure?

There are several challenges left unaddressed by theoretical treatments of interoperation.

1. **Numerics.** Dynamic languages typically have a “numeric tower” with rules for when values move from more precise types (e.g., unbounded bignum integers or precise rationals) to less precise ones (e.g., fixed or floating point numbers). Statically typed languages typically require explicit coercions (e.g., `fromIntegral` in Haskell) and sometimes have separate operations for each numeric type (e.g., `+` and `+.` in OCaml).

   For static languages to interoperate with dynamic ones, the promotion rules will leak. A statically polymorphic function run in the dynamic side could result in a promotion, which might violate parametricity. These thorny questions have been studied for Racket’s complicated numeric tower already [53]; what should happen in other settings?

2. **Data structures, interfaces vs. translations, and guarantees.** Tobin-Hochstadt and Felleisen assume that “the two languages share run-time values and differ only in that one has a type system and the other doesn’t” [58]. This will not generally hold. The representation of Racket and OCaml strings are different, but so are their interfaces: string constants in Racket are immutable, while OCaml’s are mutable.

   When we move a value from language A to language B, we may want to send it over as an object with an interface—allowing B to use the object with A’s semantics—or to map it to one of many possible targets in B. Such translations will come with a computational

---

7 Fagan’s PhD thesis is rich in such examples [21].
8 Though not all strings are immutable; see [https://docs.racket-lang.org/reference/strings.html](https://docs.racket-lang.org/reference/strings.html).
cost—typically linear but sometimes worse!—but allow several benefits: it may be more efficient to avoid the A/B language barrier, B may have more efficient representations in general, and B may provide guarantees that A does not.

3. **Type-driven features.** Muehlboeck and Tate have shown that a variety of type-based features in C# lead to violations of the dynamic gradual guarantee [40]. Haskell’s type classes are a challenging related feature, not just for numerics, but for determining which monad is run by, e.g., a do block. How might Haskell mix with dynamic code that performs IO or other effects? How might dynamic values in Haskell enjoy the Ord instances necessary to build, e.g., heterogeneous sets?

4. **Minimizing annotation overhead.** Static-first gradual typing typically studies elaborated core calculi—many papers do not describe the surface language that generates the casts. How can we minimize the annotation overhead? What cast insertion strategies are appropriate? (Swamy et al. give a starting point [54].) What tool support do we need—inference [48], something more exploratory, along the lines of Campora et al. [14], or more tools for eliminating checks [41]?

The idea of minimizing annotation overhead is implicit in gradual versions of fancy type systems, where the “dynamic” side is a typical static type system and the “static” side is a fancier type system (e.g., information flow [20, 22, 61]). Experiments with an implementation are a natural next step.

5. **Garbage collection.** Who is responsible for allocating and deallocating? When does each language’s GC run?

6. **Linking.** What is the right object/header format? It is a shame that if we were to try to link Rust and Haskell, we would probably have to go through a C API!

7. **Debugging.** How does one take the hodgepodge of stack frames, thunks, and continuations from mixing two real languages and produce something intelligible?

### 3.3 In which I am gravely mistaken

“No, no,” you say, “that’s not right. We can already do all of this!” I’ve enumerated a selection of objections below.

1. **Static languages can accommodate those idioms.** You can just make a datatype for JSON; OCaml already has s-expression support instead of the general dynamic type; Haskell has dependency, Data.Dynamic and Type.Reflection, and the Aeson library.

   **Response:** Maybe the static world never really wanted to interoperate with dynamic types. But there are still challenges: Yesod’s middleware only supports textual data on sessions, so dynamic frameworks still have an edge.

   Type-based programming in Haskell is strong medicine, and every project has a limited complexity budget. Not everyone wants to spend their complexity budget on types. For example, the flatten function can be written in Haskell (Figure 2), but it is somewhat less readable than its Racket counterpart.

2. **We can use linking types.** Patterson and Ahmed’s linking types solve this problem [43].

   **Response:** Let’s implement it! Linking types have been successful for proving things about translations [11, 10]. Do they have any bearing on implementations? Work by Matthews et al. offers some gestures in this direction [38, 37]; Gray et al. [28] offer a substantial interface between two very different languages (Java and Scheme).

3. **These ideas are already implemented.** GradualTalk, DRuby/rtc/Rubydust, Reticulated Python, Nom and Grift are implementations [5, 25, 7, 45, 66, 40, 36]; some theoretical work offers web interfaces for experimentation with their type theory [62].
{-# LANGUAGE GADTs, TypeApplications #-}
import Data.Dynamic
import Type.Reflection

kindStar = typeRepKind (typeRep @Bool)
listCon = typeRep @[]
dynamicTypeRep = typeRep @Dynamic

flatten :: [Dynamic] -> [Dynamic]
flatten [] = []
flatten (dx@(Dynamic typeRep x):dxs) =
  let 
      x' = case eqTypeRep (typeRepKind typeRep) kindStar of
        Just HRefl ->
          case typeRep of
            App ctor arg ->
              case eqTypeRep ctor listCon of
                Just HRefl ->
                  case eqTypeRep arg dynamicTypeRep of
                    Just HRefl -> flatten x
                    Nothing ->
                      withTypeable arg (flatten (map toDyn x))
                  Nothing -> [dx]
                Nothing -> [dx]
            _ -> [dx]
  in
      x' ++ flatten dxs

---

**Figure 2** A version of `flatten` using Haskell’s `Dynamic` type

*Response:* Let’s do more! Let’s scale them to real, existing languages; let’s implement the various challenge problems I’ve described.

GradualTalk, DRuby/Rubydust/rtc, Reticulated Python, and the various TypeScript dialects are all more or less in the dynamic-first lineage, since they are put on top existing dynamic languages. While Reticulated Python is inspired by gradual typing, the transient checking strategy they invented for it only loosely corresponds to anything found in the static-first lineage [67] (see Greenman and Felleisen [31] and Greenman and Migeed [32]).

There are noteworthy exceptions. C# is an example of a language with static types with added dynamic features; this effort doesn’t seem particularly informed by gradual typing theory, but draws on some of the challenges here as motivation, e.g., working with JSON and XML. Various recent systems have moved beyond core calculi, studying surface syntax directly [70, 39, 17, 18]; why not try practical experiments?

The best proof that I am wrong—that the distinction between these lineages is a trivial one and the theory is already applicable to practice—would be an interoperation layer for an existing statically typed language that follows existing theory directly, without any need to adapt the theory to pre-existing conditions. I would welcome such proof, and I encourage the gradual types community to take advantage of this opportunity and implement their ideas.

---
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