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PHONETICS

(Upon being asked by Director George Cukor to teach Rex starrithe star of the 1964
film "My Fair Lady”, how to behave like a phonetician:)

“My immediate answer was, ‘| don’t have a singing butler ahdee maids
who sing, but | will tell you what | can as an assistant prote&8's
Peter Ladefoged, quoted in his obituary, LA Times, 2004

The debate between the “whole language” and “phonics” nistbbteaching read-
ing to children seems at very glance like a purely modern &tilucal debate. Like
many modern debates, however, this one recapitulates aortiamp historical dialec-
tic, in this case in writing systems. The earliest indepatigiénvented writing sys-
tems (Sumerian, Chinese, Mayan) were mainly logographie: symbol represented
a whole word. But from the earliest stages we can find, most systems contain
elements of syllabic or phonemic writing systems, in whigimbols are used to rep-
resent the sounds that make up the words. Thus the Sumerndrospronounceta
and meaning “ration” could also function purely as the sollrad. Even modern Chi-
nese, which remains primarily logographic, uses soun@dabkaracters to spell out
foreign words. Purely sound-based writing systems, whiethigabic (like Japanese
hiraganaor katakang, alphabetic (like the Roman alphabet used in this boolkgpor
sonantal (like Semitic writing systems), can generally faedd back to these early
logo-syllabic systems, often as two cultures came togeiiters the Arabic, Aramaic,
Hebrew, Greek, and Roman systems all derive from a West Besuoiipt that is pre-
sumed to have been modified by Western Semitic mercenaoesdrcursive form of
Egyptian hieroglyphs. The Japanese syllabaries were raddifom a cursive form of
a set of Chinese characters which were used to represerdsolimese Chinese char-
acters themselves were used in Chinese to phoneticallggept the Sanskrit in the
Buddhist scriptures that were brought to China in the Tantadty.

Whatever its origins, the idea implicit in a sound-basedingi system, that the
spoken word is composed of smaller units of speech, is ththébry that underlies
all our modern theories gfhonology. This idea of decomposing speech and words
into smaller units also underlies the modern algorithmssfaech recognition(tran-
scrbining acoustic waveforms into strings of text words) speech synthesisr text-
to-speech(converting strings of text words into acoustic waveforms)
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In this chapter we introdugehoneticsfrom a computational perspective. Phonetics
is the study of linguistic sounds, how they are produced bytticulators of the human
vocal tract, how they are realized acoustically, and how &lebustic realization can be
digitized and processed.

We begin with a key element of both speech recognition antdttespeech sys-
tems: how words are pronounced in terms of individual spe@dts calledohones A
speech recognition system needs to have a pronunciati@véoy word it can recog-
nize, and a text-to-speech system needs to have a proriondiat every word it can
say. The first section of this chapter will introdyaieonetic alphabetsfor describing
these pronunciations. We then introduce the two main arfgatsometicsarticulatory
phonetics the study of how speech sounds are produced by articuliattiie mouth,
andacoustic phoneticsthe study of the acoustic analysis of speech sounds.

We also briefly touch ophonology, the area of linguistics that describes the sys-
tematic way that sounds are differently realized in différenvironments, and how
this system of sounds is related to the rest of the grammadloiimg so we focus on
the crucial fact olvariation in modeling speech; phones are pronounced differently in
different contexts.

7.1 SPEECHSOUNDS AND PHONETIC TRANSCRIPTION

PHONETICS

PHONES

IPA

The study of the pronunciation of words is part of the fielppbbnetics the study of
the speech sounds used in the languages of the world. We thed@ionunciation of a
word as a string of symbols which represphbnesor segments A phone is a speech
sound; phones are represented with phonetic symbols thasbme resemblance to a
letter in an alphabetic language like English.

This section surveys the different phones of English, paldrly American En-
glish, showing how they are produced and how they are reptegaymbolically. We
will be using two different alphabets for describing phanéke International Pho-
netic Alphabet (IPA) is an evolving standard originally developed by the In&gional
Phonetic Association in 1888 with the goal of transcribihg sounds of all human
languages. The IPA is not just an alphabet but also a setmdiptés for transcription,
which differ according to the needs of the transcriptiontr@ysame utterance can be
transcribed in different ways all according to the prinegpbf the IPA. The ARPAbet
(Shoup, 1980) is another phonetic alphabet, but one thatesifically designed for
American English and which uses ASCII symbols; it can be ¢fdof as a convenient
ASCII representation of an American-English subset of Bfe ARPAbet symbols are
often used in applications where non-ASCII fonts are inemient, such as in on-line
pronunciation dictionaries. Because the ARPAbet is vemmoon for computational
representations of pronunciations, we will rely on it rattien the IPA in the remain-
der of this book. Fig. 7.1 and Fig. 7.2 show the ARPAbet symlfof transcribing
consonants and vowels, respectively, together with ti&irdquivalents.

1 The phone [uXx] is rare in general American English and noegaly used in speech systems. It is used
to represent the fronted [uw] which appeared in (at leastjtév¥a and Northern Cities dialects of Ameri-
can English starting in the late 1970s (Labov, 1994). Thasting was first called to public by imitations
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ARPAbet IPA ARPAbet
Symbol Symbol Word Transcription
[p] [p] parsley [paarsliy]

[t] [t] tea [tiy]

[K] [K] c ook [k uh K]

[b] [b] bay [b ey]

[d] [d] dill [dih]

[0] (9] garlic [gaarlix k]
[m] [m] mint [mihnt]

[n] [n] nutmeg [nahtm eh g]
[ng] [0] baking [beykix ng]

[f] [f] f lour [f | aw axt]

[v] [v] clove [k 1ow V]

[th] [6] thick [thih K]

[dh] [0] those [dh ow Z]

[s] [s] soup [suwp]

(z] 2] eggs [ehg 7]

[sh] 1 squash [s k waa sh]
[zh] [3] ambrosa [ae m b r ow zh ax]
[ch] [ty cherry [chehriy]

(ih] [d3] jar [ihaar]

[1] [1 | icorice [lih k axr ix sh]
(w] (w] Kiw i [kiy wiy]

[r [r rice [ray s]

vl [il y ellow [y eh I ow]

[h] [h] honey [hah niy]

Less commonly used phones and allophones

[a] [7] uh-oh [a ah g ow]
[dx] [r] butter [b ah dx axr]
[nx] [T] winner [wih nx axr]
[el] [ table [teybell
Figure 7.1  ARPAbet symbols for transcription of English consonantishWPA equiv-
alents. Note that some rarer symbols like the flap [dx], nBspl[nx], glottal stop [g] and
the syllabic consonants, are used mainly for narrow trépisons.

Many of the IPA and ARPAbet symbols are equivalent to the Rolaters used
in the orthography of English and many other languages. Bexample the ARPA-
bet phondp] represents the consonant sound at the beginnipdatfpus puma and
pachydermthe middle ofleopard or the end ofantelope In general, however, the
mapping between the letters of English orthography and ehanrelativelyopaque
a single letter can represent very different sounds in diffecontexts. The English
letter ¢ corresponds to phone [k] icougar[k uw g axr], but phone [s] ircell [s eh

and recordings of ‘Valley Girls’ speech by Moon Zappa (Zappd Zappa, 1982). Nevertheless, for most
speakers [uw] is still much more common than [ux] in words tikide
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ARPAbet IPA ARPAbet

Symbol Symbol Word Transcription

[iy] [i] lily [lih Liy]

[ih] 1] lily [lih liy]

ley] [e1] dasy [deyziy]

[eh] [e] pen [pehn]

[ae] [] aster [ae s t axr]

[aa] [a] poppy [paapiy]

[ao] [0] orchid [ao rkix d]

[uh] [v] wood [wuhd]

[ow] [ou] lotus [l ow dx ax s]

[uw] [u] tulip [tuw lix p]

[ah] [A] buttercp [b ah dx axr k ah p]

[er] [3 bird [berd]

[ay] [a1] iris [ay rix s]

[aw] [av] sunflower [sahnflaw axr]

[oy] [or] soi [soyl]

Reduced and uncommon phones

[ax] [0] lotus [l ow dx ax s]

[axr] [2] heather [h eh dh axr]

[iX] [i] tulip [t uw lix p]

[ux] [u] dude! [d ux d]
Figure 7.2  ARPAbet symbols for transcription of English vowels, wiBA equivalents.
Note again the list of rarer phones and reduced vowels (see/Se4); for example [ax] is
the reduced vowel schwa, [ix] is the reduced vowel corredjanto [ih], and [axr] is the
reduced vowel corresponding to [er].

I]. Besides appearing asandk, the phone [K] can appear as partxffox [f aa k s]),
asck (jackal [jh ae k el] and agc (raccoon[r ae k uw n]). Many other languages,
for example Spanish, are much mar@nsparent in their sound-orthography mapping
than English.

7.2 ARTICULATORY PHONETICS

The list of ARPAbet phones is useless without an understandi how each phone

ARTICULATORSis produced. We thus turn tarticulatory phonetics, the study of how phones are
produced, as the various organs in the mouth, throat, ar@imodify the airflow from
the lungs.

7.2.1 The Vocal Organs

Sound is produced by the rapid movement of air. Most soundisiinan spoken lan-
guages are produced by expelling air from the lungs throhghwtindpipe (techni-
cally thetrachea) and then out the mouth or nose. As it passes through theeach
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GLOTTIS

VOICED
UNVOICED
VOICELESS

CARTILAGE

TRACHEA

Figure 7.3  The vocal organs, shown in side view. Drawing by Laszlo Kybfrom
Sundberg (1977)© Scientific American, used by permission.

the air passes through tierynx, commonly known as the Adam’s apple or voice-
box. The larynx contains two small folds of muscle, trexal folds (often referred
to non-technically as theocal cordg which can be moved together or apart. The
space between these two folds is calleddladtis. If the folds are close together (but
not tightly closed), they will vibrate as air passes throtigdm; if they are far apart,
they won't vibrate. Sounds made with the vocal folds toge#imal vibrating are called
voiced sounds made without this vocal cord vibration are cailladoiced or voice-
less Voiced sounds include [b], [d], [9], [V], [z], and all the Blsh vowels, among
others. Unvoiced sounds include [p], [t], [K], [f], [s], anthers.

The area above the trachea is calledvbeal tract, and consists of theral tract
and thenasal tract. After the air leaves the trachea, it can exit the body thhoting
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NASAL SOUNDS

CONSONANTS
VOWELS

PLACE

LABIAL

DENTAL

mouth or the nose. Most sounds are made by air passing thtbheghouth. Sounds
made by air passing through the nose are caikeshl sounds nasal sounds use both
the oral and nasal tracts as resonating cavities; Englisal saunds includm, andn,
andng.

Phones are divided into two main classesnsonantsandvowels Both kinds of
sounds are formed by the motion of air through the mouthatwonose. Consonants
are made by restricting or blocking the airflow in some wayj aray be voiced or
unvoiced. Vowels have less obstruction, are usually vgieed are generally louder
and longer-lasting than consonants. The technical useesktterms is much like the
common usage; [p], [b], [t], [d], [K], [9], [f], [V], [s], [2] [, [l], etc., are consonants;
[aa], [ae], [ao], [ih], [aw], [ow], [uw], etc., are vowelsSemivowels(such as [y] and
[w]) have some of the properties of both; they are voicedvikeels, but they are short
and less syllabic like consonants.

7.2.2 Consonants: Place of Articulation

Because consonants are made by restricting the airflow ire seay, consonants can
be distinguished by where this restriction is made: the tpoirmaximum restriction

is called theplace of articulation of a consonant. Places of articulation, shown in
Fig. 7.4, are often used in automatic speech recognitionuaeful way of grouping
phones together into equivalence classes:

palatal :S\\
glottal

Figure 7.4  Major English places of articulation.

labial: Consonants whose main restriction is formed by the two Igying together
have abilabial place of articulation. In English these include [p] apossum
[b] as inbear, and [m] as inmarmot The Englishiabiodental consonants [v]
and [f] are made by pressing the bottom lip against the upperof teeth and
letting the air flow through the space in the upper teeth.

dental: Sounds that are made by placing the tongue against the teatleatals. The
main dentals in English are the [th] diing or the [dh] ofthough which are



Section 7.2.

Articulatory Phonetics 7

ALVEOLAR

CORONAL

PALATAL
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VELAR
VELUM

GLOTTAL

MANNER

STOP

NASAL

FRICATIVES

made by placing the tongue behind the teeth with the tip 8lighetween the
teeth.

alveolar: The alveolar ridge is the portion of the roof of the mouth joshind the
upper teeth. Most speakers of American English make the ghfs), [Z], [t],
and [d] by placing the tip of the tongue against the alvedldge. The word
coronal is often used to refer to both dental and alveolar.

palatal: The roof of the mouth (thpalate) rises sharply from the back of the alveolar
ridge. Thepalato-alveolarsounds [sh]ghrimp), [ch] (china), [zh] (Asian), and
[ih] (jar) are made with the blade of the tongue against this risinds bathe
alveolar ridge. The palatal sound [y] gk is made by placing the front of the
tongue up close to the palate. -

velar: Thevelum or soft palate is a movable muscular flap at the very back of the
roof of the mouth. The sounds [k¢(cloo), [g] (goosg, and[y] (kingfishe)) are
made by pressing the back of the tongue up against the velum.

glottal: The glottal stop [q] (IPA?]) is made by closing the glottis (by bringing the
vocal folds together).

7.2.3 Consonants: Manner of Articulation

Consonants are also distinguishedioyvthe restriction in airflow is made, for example
whether there is a complete stoppage of air, or only a pdnttiekage, etc. This feature
is called themanner of articulation of a consonant. The combination of place and
manner of articulation is usually sufficient to uniquelyrtié/ a consonant. Following
are the major manners of articulation for English consagiant

A stop is a consonant in which airflow is completely blocked for arshimne.
This blockage is followed by an explosive sound as the aieisased. The period
of blockage is called thelosure and the explosion is called thelease English has
voiced stops like [b], [d], and [g] as well as unvoiced stdgs [p], [t], and [K]. Stops
are also callegblosives Some computational systems use a more narrow (detailed)
transcription style that has separate labels for the céboand release parts of a stop. In
one version of the ARPAbet, for example, the closure of a[fhlor [K] is represented
as [pcl], [tcl], or [kel] (respectively), while the symbo|g], [t], and [k] are used to
mean only the release portion of the stop. In another vetsiersymbols [pd], [td],
[kd], [bd], [dd], [gd] are used to mean unreleased stopgstd the end of words or
phrases often are missing the explosive release), whil§JdK], etc are used to mean
normal stops with a closure and a release. The IPA uses aaspganbol to mark
unreleased stopgp’], [t'], or [k']. We will not be using these narrow transcription
styles in this chapter; we will always use [p] to mean a fudpstvith both a closure and
arelease.

Thenasalsounds [n], [m], and [ng] are made by lowering the velum aihmirdhg
air to pass into the nasal cavity.

In fricatives, airflow is constricted but not cut off completely. The tudmt air-
flow that results from the constriction produces a charatter'hissing” sound. The
English labiodental fricatives [f] and [v] are produced bggsing the lower lip against
the upper teeth, allowing a restricted airflow between thgeueeth. The dental frica-
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SIBILANTS

APPROXIMANTS

TAP
FLAP

FRONT

tives [th] and [dh] allow air to flow around the tongue betwdlemteeth. The alveolar
fricatives [s] and [z] are produced with the tongue agaimstiveolar ridge, forcing air
over the edge of the teeth. In the palato-alveolar fricat[ga] and [zh] the tongue is at
the back of the alveolar ridge forcing air through a groowenfed in the tongue. The
higher-pitched fricatives (in English [s], [z], [sh] andh]zare calledsibilants. Stops
that are followed immediately by fricatives are calbdtricates; these include English
[ch] (chicken and [jh] (giraffe).

In approximants, the two articulators are close together but not close emaog
cause turbulent airflow. In English [yyéllow), the tongue moves close to the roof
of the mouth but not close enough to cause the turbulencewtbald characterize
a fricative. In English [w] wood), the back of the tongue comes close to the velum.
American [r] can be formed in at least two ways; with just fipeof the tongue extended
and close to the palate or with the whole tongue bunched upthegalate. [I] is
formed with the tip of the tongue up against the alveolareidgthe teeth, with one
or both sides of the tongue lowered to allow air to flow oveflitis called alateral
sound because of the drop in the sides of the tongue.

A tap or flap [dx] (or IPA [r]) is a quick motion of the tongue against the alveolar
ridge. The consonant in the middle of the wdotus ([ ow dx ax s]) is a tap in most
dialects of American English; speakers of many UK dialeaisiid use a [t] instead of
a tap in this word.

7.2.4 \owels

Like consonants, vowels can be characterized by the posifithe articulators as they
are made. The three most relevant parameters for vowels laae iw called vowel
height, which correlates roughly with the height of the highestt pdrthe tongue,
vowel frontness or backness which indicates whether this high point is toward the
front or back of the oral tract, and the shape of the ligaiided or not). Fig. 7.5
shows the position of the tongue for different vowels.

had [ae] who'd [uw]

Figure 7.5 Positions of the tongue for three English vowels, high frigvit low front
[ae] and high bacKuw]; tongue positions modeled after Ladefoged (1996).

In the vowel [iy], for example, the highest point of the toregs toward the front
of the mouth. In the vowel [uw], by contrast, the high-poiftite tongue is located
toward the back of the mouth. Vowels in which the tongue iseditoward the front
are calledront vowels; those in which the tongue is raised toward the back arectalle
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BACK

HIGH

DIPHTHONG

ROUNDED

SYLLABLE

NUCLEUS
ONSET

CODA
RIME
RHYME

back vowels Note that while both [ih] and [eh] are front vowels, the taegds higher
for [ih] than for [eh]. Vowels in which the highest point ofdltongue is comparatively
high are calledhigh vowels vowels with mid or low values of maximum tongue height
are calledmid vowelsor low vowels respectively.

high

back

low

Figure 7.6  Qualities of English vowels (after Ladefoged (1993)).

Fig. 7.6 shows a schematic characterization of the vowghtaif different vowels.
It is schematic because the abstract propeefght only correlates roughly with actual
tongue positions; it is in fact a more accurate reflectionaufustic facts. Note that
the chart has two kinds of vowels: those in which tongue heighepresented as a
point and those in which it is represented as a vector. A vawelhich the tongue
position changes markedly during the production of the Vésvediphthong. English
is particularly rich in diphthongs.

The second important articulatory dimension for vowelshis shape of the lips.
Certain vowels are pronounced with the lips rounded (theesinshape used for
whistling). Theseounded vowels include [uw], [ao], and [ow].

Syllables

Consonants and vowels combine to maksyt#able. There is no completely agreed-
upon definition of a syllable; roughly speaking a syllabla i®wel-like (orsonorant)
sound together with some of the surrounding consonantsatkanost closely associ-
ated with it. The wordloghas one syllable, [d aa g], while the wotdtnip has two
syllables, [k ae t] and [n ih p], We call the vowel at the coradyllable thenucleus
The optional initial consonant or set of consonants is daheonset If the onset has
more than one consonant (as in the wetidke [s t r ay k]), we say it has aomplex
onset Thecoda is the optional consonant or sequence of consonants fiolipthe
nucleus. Thus [d] is the onset dbg, while [g] is the coda. Theme. orrhyme. is the
nucleus plus coda. Fig. 7.7 shows some sample syllablagtasc
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o o o
Onset Rime Onset Rime jil'g
r|1 Nuc@da gr Nuc@da NucTIeus Coda
ale rL i3|/ r|1 eh gz
Figure 7.7  Syllable structure ofiam green eggs o=syllable.

SYLLABIFICATION

PHONOTACTICS

ACCENTED
PITCH ACCENT
BEAR

LEXICAL STRESS

REDUCED VOWELS
SCHWA

The task of automatically breaking up a word into syllabksalledsyllabifica-
tion, and will be discussed in Se2?.

Syllable structure is also closely related to fffeonotacticsof a language. The
term phonotacticsmeans the constraints on which phones can follow each atheer i
language. For example, English has strong constraints @t kihds of consonants
can appear together in an onset; the sequence [zdr], formgacannot be a legal
English syllable onset. Phonotactics can be representésting constraints on fillers
of syllable positions, or by creating a finite-state modepossible phone sequences.
It is also possible to create a probabilistic phonotachgdrainingN-gram grammars
on phone sequences.

Lexical Stress and Schwa

In a natural sentence of American English, certain sylsbke morgrominent than
others. These are calledcentedsyllables, and the linguistic marker associated with
this prominence is called pitch accent Words or syllables which are prominent
are said tabear (be associated with) a pitch accent. Pitch accent is als@toms
referred to asentence stressalthough sentence stress can instead refer to only the
most prominent accent in a sentence.

Accented syllables may be prominent by being louder, loniggmeing associ-
ated with a pitch movement, or by any combination of the ab&iace accent plays
important roles in meaning, understanding exactly why akpechooses to accent a
particular syllable is very complex, and we will return téstin detail in Sec??. But
one important factor in accent is often represented in proiation dictionaries. This
factor is calledexical stress The syllable that has lexical stress is the one that will be
louder or longer if the word is accented. For example the vpandleyis stressed in
its first syllable, not its second. Thus if the wapdrsleyreceives a pitch accent in a
sentence, it is the first syllable that will be stronger.

In IPA we write the symbo['] before a syllable to indicate that it has lexical stress
(e.g.[par.sli]). This difference in lexical stress can affect the meanifg word. For
example the wordontentcan be a noun or an adjective. When pronounced in isolation
the two senses are pronounced differently since they hdferatit stressed syllables
(the noun is pronouncedtkan.tent] and the adjectivékon.'tent]).

Vowels which are unstressed can be weakened even furttestuoed vowels The
most common reduced vowel sehwa ([ax]). Reduced vowels in English don’t have
their full form; the articulatory gesture isn’t as complatefor a full vowel. As a result
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SECONDARY STRESS
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the shape of the mouth is somewhat neutral; the tongue isangiairticularly high nor
particularly low. For example the second vowepiarakeets a schwa: [p ae r ax k iy
].

While schwa is the most common reduced vowel, it is not thg onk, at least not
in some dialects. Bolinger (1981) proposed that AmericagliEh had three reduced
vowels: a reduced mid vowéb], a reduced front voweli], and a reduced rounded
vowel [e]. The full ARPAbet includes two of these, the schwa [ax] andl ([i]), as
well as [axr] which is an r-colored schwa (often calkhwar), although [ix] is gener-
ally dropped in computational applications (Miller, 19980 d [ax] and [ix] are falling
together in many dialects of English Wells (1982, p. 1673168

Not all unstressed vowels are reduced; any vowel, and dipigthin particular can
retain their full quality even in unstressed position. Framaple the vowel [iy] can
appear in stressed position as in the weadliy t] or in unstressed position in the word
carry [k ae riy].

Some computational ARPAbet lexicons mark reduced vowkés dchwa explic-
itly. But in general predicting reduction requires knowgedf things outside the lex-
icon (the prosodic context, rate of speech, etc, as we wglitke next section). Thus
other ARPAbet versions mark stress but don’t mark how stéfests reduction. The
CMU dictionary (CMU, 1993), for example, marks each vowahwhe number 0 (un-
stressed) 1 (stressed), or 2 (secondary stress). Thus tidecaonteris listed as [K
AW1 N T ERO], and the wordlableas [T EY1 B AHO L]. Secondary stresss defined
as a level of stress lower than primary stress, but higherdahaunstressed vowel, as in
the worddictionary[D IH1 K SH AHO N EH2 R 1YQ]

We have mentioned a number of potential levelgraiminence accented, stressed,
secondary stress, full vowel, and reduced vowel. It is atillopen research question
exactly how many levels are appropriate. Very few compoiteti systems make use of
all five of these levels, most using between one and three etMeto this discussion
when we introduce prosody in more detail in Se2.

7.3 PHONOLOGICAL CATEGORIES ANDPRONUNCIATION VARIATION

'Scuse me, while | kiss the sky
Jimi Hendrix,Purple Haze

'Scuse me, while | kiss this guy

Common mis-hearing of same lyrics

If each word was pronounced with a fixed string of phones, edalhich was
pronounced the same in all contexts and by all speakers ptiwch recognition and
speech synthesis tasks would be really easy. Alas, theagialh of words and phones
varies massively depending on many factors. Fig. 7.8 shosangple of the wide
variation in pronunciation in the wordsecauseandaboutfrom the hand-transcribed
Switchboard corpus of American English telephone conviersa (Greenberg et al.,
1996).

How can we model and predict this extensive variation? Omdulisool is the
assumption that what is mentally represented in the spsakénd are abstract cate-
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because I about
ARPAbet | % | ARPAbet | % || ARPAbet | % | ARPAbet | % |
biykahz| 27%| ks 2%]| axbaw 32%| bae 3%
bixkahz| 14%)| kixz 2%| axbawt| 16%| bawt 3%
kahz 7% | kihz 2%|| baw 9% | axbawdx 3%
kaxz 5% | biykahzh 2%]|l ixbaw 8% | axbae 3%
bixkaxz| 4% | biykahs | 2%| ixbawt | 5% | baa 3%
bihkahz| 3% | biykah 2%|| ixbae 4% | baedx 3%
baxkahz 3% | biykaaz | 2%]| axbaedxX 3% | ixbawdx| 2%
kuhz 2% | axz 2%]| bawdx 3% | ixbaat 2%

Figure 7.8  The 16 most common pronunciationshecauseandaboutfrom the hand-
transcribed Switchboard corpus of American English cosafional telephone speech

(Godfrey et al., 1992; Greenberg et al., 1996).

gories rather than phones in all their gory phonetic detadr example consider the
different pronunciations of [t] in the wordsinafishandstarfish The [t] of tunafish
is aspirated. Aspiration is a period of voicelessness after a stop ctosmd before
the onset of voicing of the following vowel. Since the vocatds are not vibrating,
aspiration sounds like a puff of air after the [t] and befdre vowel. By contrast, a
[t] following an initial [s] is unaspirated; thus the [t] instarfish([s t aa r f ih sh])
has no period of voicelessness after the [t] closure. Thigatian in the realization of
[t] is predictable: whenever a [t] begins a word or unredusgthble in English, it is
aspirated. The same variation occurs for [k]; the [kbk§is often mis-heard as [g] in
Jimi Hendrix’s lyrics because [k] and [g] are both unasjeidst

There are other contextual variants of [t]. For example, mfteoccurs between
two vowels, particularly when the first is stressed, it issofpronounced as t@ap.
Recall that a tap is a voiced sound in which the top of the terigwcurled up and
back and struck quickly against the alveolar ridge. Thusatbid buttercupis usually
pronounced [b ah dx axr k uh p] rather than [b ah t axr k uh p]. tAeovariant of
[t] occurs before the dental consonant [th]. Here the [tjamees dentalized (IPA]).
That is, instead of the tongue forming a closure againstlireotar ridge, the tongue
touches the back of the teeth.

In both linguistics and in speech processing, we use aligti@sses to capture the
similarity among all these [t]s. The simplest abstractsiasalled thgphoneme and
its different surface realizations in different contexts aalledallophones We tradi-
tionally write phonemes inside slashes. So in the above plemyt/ is a phoneme
whose allophones include (in IPA)"], [¢], and [t]. Fig. 7.9 summarizes a number
of allophones of /t/. In speech synthesis and recognitianuge phonesets like the
ARPADbet to approximate this idea of abstract phoneme uanitd represent pronuncia-
tion lexicons using ARPAbet phones. For this reason, ttephbbnes listed in Fig. 7.1
tend to be used for narrow transcriptions for analysis pseppand less often used in
speech recognition or synthesis systems.

2 The ARPAbet does not have a way of marking aspiration; inBedspiration is marked d%], so in IPA
the wordtunafishwould be transcribedt"unofif].
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REDUCTION
HYPOARTICULATION
ASSIMILATION
PALATALIZATION

DELETION

IPA ARPABet Description Environment Example

th [t] aspirated in initial position toucan

t unaspirated| after [s] or in reduced syllables starfish

? [a] glottal stop word-finally or after vowel before [n]  kitten

t [at] glottal stopt  sometimes word-finally cat

r [dx] tap between vowels butter

t [tel] unreleased before consonants or word-finally fruitcake

t dental t before dental consonant®7j eighth

deleted t sometimes word-finally past

Figure 7.9  Some allophones of /t/ in General American English.

Variation is even more common than Fig. 7.9 suggests. Onerfedluencing vari-
ation is that the more natural and colloquial speech becpamekthe faster the speaker
talks, the more the sounds are shortened, reduced and tgnamdogether. This phe-
nomena is known aeduction or hypoarticulation. For exampleassimilationis the
change in a segment to make it more like a neighboring segnidre dentalization
of [t] to ([t]) before the dental consonalf] is an example of assimilation. A com-
mon type of assimilation cross-linguistically g&latalization, when the constriction
for a segment moves closer to the palate than it normally eydadcause the following
segment is palatal or alveolo-palatal. In the most commsegas/ becomes [sh], /z/
becomes [zh], /t/ becomes [ch] and /d/ becomes [jh], We samcase of palatalization
in Fig. 7.8 in the pronunciation dfecauseas [b iy k ah zh], because the following
word wasyou’ve The lemmayou(you, your, you've andyou’d) is extremely likely to
cause palatalization in the Switchboard corpus.

Deletionis quite common in English speech. We saw examples of dalefiéinal
It/ above, in the wordaboutandit. Deletion of final /t/ and /d/ has been extensively
studied./d/ is more likely to be deleted thait/, and both are more likely to be deleted
before a consonant (Labov, 1972). Fig. 7.10 shows examplesdatalization and final
t/d deletion from the Switchboard corpus.

Palatalization I Final t/d Deletion

Phrase || Lexical | Reduced || Phrase | Lexical | Reduced
set your sehtyowr sehcher find him fayndhihm| faynixm
not yet naatyeht naacheh and we aendwiy ehnwiy
did you dihdyuw dihjhyah draftthe| draeftdhiy draefdhiy

Figure 7.10 Examples of palatalization and final t/d/ deletion from theitShboard
corpus. Some of the t/d examples may have glottalizatioredwsof being completely
deleted.

7.3.1 Phonetic Features

The phoneme gives us only a very gross way to model contegftedts. Many of
the phonetic processes like assimilation and deletion asé tnodeled by more fine-
grained articulatory facts about the neighboring contBid. 7.10 showed that /t/ and
/d/ were deleted before [h], [dh], and [w]; rather than liftthe possible following
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phones which could influence deletion, we'd like to genemthat /t/ often deletes
“before consonants”. Similarly, flapping can be viewed asnal lof voicing assimi-
lation, in which unvoiced /t/ becomes a voiced tap [dX] invbexn voiced vowels or
glides. Rather than list every possible vowel or glide, Wik to say that flapping hap-
pens ‘near vowels or voiced segments’. Finally, vowels inratede nasal sounds [n],
[m], and [ng], often acquire some of the nasal quality of tifving vowel. In each of
these cases, a phone is influenced by the articulation ofdiggaboring phones (nasal,
consonantal, voiced). The reason these changes happet ith¢hmovement of the
speech articulators (tongue, lips, velum) during speectymtion is continuous and is
subject to physical constraints like momentum. Thus awr@egtor may start moving
during one phone to get into place in time for the next phondekthe realization
of a phone is influenced by the articulatory movement of nedgimg phones, we say
COARTICULATION it is influenced bycoarticulation. Coarticulation is the movement of articulators to
anticipate the next sound, or perseverating movement fhenfeist sound.
We can capture generalizations about the different phdresause coarticulation
DISTNGTVE by usingdistinctive features Features are (generally) binary variables which express
some generalizations about groups of phonemes. For exanedieature [voice] is true
of the voiced sounds (vowels, [n], [v], [b], etc); we say tlaeg [+voice] while unvoiced
sounds are [-voice]. These articulatory features can drathe articulatory ideas of
placeandmanner that we described earlier. Commplacefeatures include [+labial]
([p, b, m]), [+coronal] ([chd dh jh I nr s sh tth z zh]), and [+dal]. Manner features
include [+consonantal] (or alternatively [+vocalic]),dentinuant], [+sonorant]. For
vowels, features include [+high], [+low], [+back], [+rodhand so on. Distinctive fea-
tures are used to represent each phoneme as a matrix oifeatues. Many different
sets of distinctive features exist; probably any of theseparfectly adequate for most
computational purposes. Fig. 7.11 shows the values for srares from one partial
set of features.

syl| son| cons| strident| nasal| high| back| round| tense| voice| labial| coronal| dorsal
b | - - + - - - - + + + + - -
p| - - + - - - - - + - +
y| + + - - - + - - - +

Figure 7.11 Some partial feature matrices for phones, values simplfif@d Chomsky
and Halle (1968)Sylis short for syllabicsonfor sonorant, andonsfor consonantal.

One main use of these distinctive features is in capturitgrabarticulatory classes
of phones. In both synthesis and recognition, as we will e&epften need to build
models of how a phone behaves in a certain context. But wéyraage enough data
to model the interaction of every possible left and rightteahphone on the behavior
of a phone. For this reason we can use the relevant featwied]y [nasal], etc) as
a useful model of the context; the feature functions as a &frithckoff model of the
phone. Another use in speech recognition is to build aicury feature detectors and
use them to help in the task of phone detection; for examplehKoff et al. (2002)
built neural-net detectors for the following set of multitwred articulatory features and
used them to improve the detection of phones in German speeopnition:
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(7.1)

RATE OF SPEECH

Feature Values | Feature  Value
voicing +voice, -voice, silence +manner stop, vowel, lateral, nasal, fricative, silence

cplace labial, coronal, palatal, velaplace glottal, high, mid, low, silence
front-back front, back, nil, silence rounding +round, -round, nil, silence

7.3.2 Predicting Phonetic Variation

For speech synthesis as well as recognition, we need to be@bépresent the rela-
tion between the abstract category and its surface appegrand predict the surface
appearance from the abstract category and the context ottérance. In early work
in phonology, the relationship between a phoneme and ipladines was captured by
writing a phonological rule. Here is the phonological rule for flapping in the tradi-
tional notation of Chomsky and Halle (1968):

/) e

In this notation, the surface allophone appears to the afjthte arrow, and the pho-
netic environment is indicated by the symbols surroundiegunderbar(_). Simple
rules like these are used in both speech recognition andhasistwhen we want to
generate many pronunciations for a word; in speech redogrittis is often used as a
first step toward picking the most likely single pronun@atfor a word (see Se€?).

In general, however, there are two reasons why these sii@plemsky-Halle'-type
rules don’t do well at telling usrhen a given surface variant is likely to be used. First,
variation is a stochastic process; flapping sometimes sceund sometimes doesn't,
even in the same environment. Second, many factors thabarelated to the phonetic
environment are important to this prediction task. Thuguistic research and speech
recognition/synthesis both rely on statistical tools tedict the surface form of a word
by showing which factors cause, e.g., a particular /t/ toifiago particular context.

7.3.3 Factors Influencing Phonetic Variation

One important factor that influences phonetic variatiorhisrate of speech gener-
ally measured in syllables per second. Rate of speech Maothbsacross and within
speakers. Many kinds of phonetic reduction processes ach mare common in fast
speech, including flapping, is vowel reduction, and finahvtd /d/ deletion (Wolfram,
1969). Measuring syllables per second (or words per seamrdpe done with a tran-
scription (by counting the number of words or syllables ia ttanscription of a region
and dividing by the number of seconds), or by using signatessing metrics (Morgan
and Fosler-Lussier, 1989). Another factor affecting \éwrais word frequency or pre-
dictability. Final /t/ and /d/ deletion is particularly By to happen in words which are
very frequent likeandandjust (Labov, 1975; Neu, 1980). Deletion is also more likely
when the two words surrounding the segment are a collocéBiginee, 2000; Gregory
et al., 1999; Zwicky, 1972). The phone [t] is more likely to fmelatalized in frequent
words and phrases. Words with higher conditional probgtgiven the previous word
are more likely to have reduced vowels, deleted consonantsflapping (Bell et al.,
2003; Gregory et al., 1999).
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Other phonetic, phonological, and morphological factdfsca variation as well.
For example /t/ is much more likely to flap than /d/; and thee@mplicated inter-
actions with syllable, foot, and word boundaries (Rhod@82). As we will discuss
in Ch. 8, speech is broken up into units callatbnation phrasesor breath groups.
Words at the beginning or end of intonation phrases are loage less likely to be
reduced. As for morphology, it turns out that deletion islékely if the word-final
It/ or /d/ is the English past tense ending (Guy, 1980). Fangle in Switchboard,
deletion is more likely in the wordround(73% /d/-deletion) than in the wordrned
(30% /d/-deletion) even though the two words have similagfiencies.

Variation is also affected by the speaker’s state of mina.example the wordhe
can be pronounced with a full vowel [dh iy] or reduced vowdd fX]. It is more likely
to be pronounced with the full vowel [iy] when the speaker isfldent and having
“planning problems”; in general speakers are more likelyde a full vowel than a
reduced one if they don’t know what they are going to say neek(Tree and Clark,
1997; Bell et al., 2003; Keating et al., 1994).

SOCIOLINGUISTIC Sociolinguistic factors like gender, class, amtalect also affect pronunciation
piaLect  variation. North American English is often divided into kiglialect regions (North-
ern, Southern, New England, New York/Mid-Atlantic, Northd¥ands, South Mid-
lands, Western, Canadian). Southern dialect speakers osgnaphthong or near-
monophthong [aa] or [ae] instead of a diphthong in some wwiitls the vowel [ay].
In these dialectsice is pronounced [r aa sjAfrican-American Vernacular English
(AAVE) shares many vowels with Southern American Englistd also has individual
words with specific pronunciations such as [b ih d n ih s]dosinessand [ae k s] for
ask For older speakers or those not from the American West omdgd, the words
caughtandcothave different vowels ([k ao t] and [k aa t] respectively).uvig Ameri-
can speakers or those from the West pronounce the two wotdsadcaughtthe same;
the vowels [ao] and [aa] are usually not distinguished irs¢heialects except before
[r]. For speakers of most non-American and some Americaleds of English (for
example Australian English), the wordi&ary ([m ey r iy]), marry ([m ae r iy]) and
merry([m eh r iy]) are all pronounced differently. Most Americgresikers pronounce
all three of these words identically as ([m eh r iy]).
REGISTER Other sociolinguistic differences are duerégister or style; a speaker might pro-
STYLE nounce the same word differently depending on who they waking to or what the
social situation is. One of the most well-studied exampfesyde-variation is the suf-
fix -ing (as insomethind, which can be pronounced [ih ng] or [ih n] (this is often
written somethin). Most speakers use both forms; as Labov (1966) shows, geefitu
ng] when they are being more formal, and [ih n] when more dasMald and Shopen
(1981) found that men are more likely to use the non-stanfdand[ih n] than women,
that both men and women are more likely to use more of the atdnfdrm [ih ng]
when the addressee is a women, and that men (but not womeiiptewitch to [ih n]
when they are talking with friends.

Many of these results on predicting variation rely on Idgisggression on phonetically-
transcribed corpora, a technique with a long history in thedysis of phonetic variation
(Cedergren and Sankoff, 1974), particularly using the VAREB and GOLDVARB
software (Rand and Sankoff, 1990).

Finally, the detailed acoustic realization of a particygaone is very strongly in-

AFRICAN-AMERICAN
VERNACULAR
ENGLISH
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fluenced bycoarticulation with its neighboring phones. We will return to these fine-
grained phonetic details in the following chapters (Stand Sec??) after we intro-
duce acoustic phonetics.

7.4 ACOUSTICPHONETICS AND SIGNALS

(7.2)

FREQUENCY
AMPLITUDE

CYCLES PER
SECOND
HERTZ

PERIOD

(7.3)

We will begin with a brief introduction to the acoustic wasah and how it is digitized,
summarize the idea of frequency analysis and spectra. Tithiseran extremely brief
overview; the interested reader is encouraged to consuitfierences at the end of the
chapter.

7.4.1 Waves

Acoustic analysis is based on the sine and cosine functitigs7.12 shows a plot of a
sine wave, in particular the function:

y = Axsin(2rft)

where we have set the amplitude A to 1 and the frequértoyl0 cycles per second.

JANATANAWA
AERVIRYV RVEV

0 0.1 0.2 0.3 0.4 0.5
Time (s)

Figure 7.12 A sine wave with a frequency of 10 Hz and an amplitude of 1.

Recall from basic mathematics that two important charaties of a wave are its
frequency andamplitude. The frequency is the number of times a second that a wave
repeats itself, i.e. the number ofcles We usually measure frequencyadxcles per
second The signal in Fig. 7.12 repeats itself 5 times in .5 secohdagce 10 cycles
per second. Cycles per second are usually calledz (shortened tdHz), so the
frequency in Fig. 7.12 would be described as 10 Hz. aimplitude A of a sine wave
is the maximum value on the Y axis.

Theperiod T of the wave is defined as the time it takes for one cycle to cetapl
defined as

T= f

In Fig. 7.12 we can see that each cycle lasts a tenth of a sebendeT = .1

seconds.
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7.4.2 Speech Sound Waves

Let's turn from hypothetical waves to sound waves. The input speech recognizer,
like the input to the human ear, is a complex series of chaimgais pressure. These
changes in air pressure obviously originate with the speakel are caused by the spe-
cific way that air passes through the glottis and out the oraheal cavities. We repre-
sent sound waves by plotting the change in air pressureiover One metaphor which
sometimes helps in understanding these graphs is to imagieetical plate which is
blocking the air pressure waves (perhaps in a microphoneim 6f a speaker’s mouth,
or the eardrum in a hearer’s ear). The graph measures thendimfozompressionor
rarefaction (uncompression) of the air molecules at this plate. Fig3 gtiows a short
segment of a waveform taken from the Switchboard corpudepi®ne speech of the
vowel [iy] from someone saying “she just had a baby”.

0.02283;

=)

AN A A A A A A

WU Y YUY

—0.01697
0

0.03875
Time (s)

Figure 7.13 A waveform of the vowel [iy] from an utterance to be shown ig.Fi.17. They-axis shows the

level of air pressure above and below normal atmospherg&spre. The-axis shows time. Notice that the wave

repeats regularly.

SAMPLING

SAMPLING RATE

NYQUIST
FREQUENCY

TELEPHONE-
BANDWIDTH

WIDEBAND

Let's explore how the digital representation of the soungenshown in Fig. 7.13
would be constructed. The first step in processing speechcisrivert the analog rep-
resentations (first air pressure, and then analog ele@rials in a microphone), into a
digital signal. This process @nalog-to-digital conversionhas two stepssampling
andquantization. A signal is sampled by measuring its amplitude at a padidirne;
the sampling rate is the number of samples taken per second. In order to aetyrat
measure a wave, it is necessary to have at least two sammeslincycle: one mea-
suring the positive part of the wave and one measuring thativegpart. More than
two samples per cycle increases the amplitude accuracyessitthan two samples
will cause the frequency of the wave to be completely missBiaus the maximum
frequency wave that can be measured is one whose frequehalf ihe sample rate
(since every cycle needs two samples). This maximum fregyukem a given sampling
rate is called thé&lyquist frequency. Most information in human speech is in frequen-
cies below 10,000 Hz; thus a 20,000 Hz sampling rate woulctlbessary for complete
accuracy. But telephone speech is filtered by the switchatgark, and only frequen-
cies less than 4,000 Hz are transmitted by telephones. Th8$80 Hz sampling rate
is sufficient fortelephone-bandwidthspeech like the Switchboard corpus. A 16,000
Hz sampling rate (sometimes calleitieband) is often used for microphone speech.

Even an 8,000 Hz sampling rate requires 8000 amplitude memsunts for each
second of speech, and so it is important to store the amplinehsurement efficiently.
They are usually stored as integers, either 8-bit (valuma f128—-127) or 16 bit (values
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QUANTIZATION

CHANNELS

PCM

(7.4)

from -32768-32767). This process of representing realecahumbers as integers is
calledquantization because there is a minimum granularity (the quantum siztafin
values which are closer together than this quantum sizeespresented identically.

Once data is quantized, it is stored in various formats. Cararpeter of these
formats is the sample rate and sample size discussed abte@hone speech is often
sampled at 8 kHz and stored as 8-bit samples, while micropbata is often sampled
at 16 kHz and stored as 16-bit samples. Another parametdresktformats is the
number ofchannels For stereo data, or for two-party conversations, we came $toth
channels in the same file, or we can store them in separate fildgal parameter
is whether each sample is stored linearly or whether it isgressed. One common
compression format used for telephone speeghlav (often written u-law but still
pronounced mu-law). The intuition of log compression ailfpons like p-law is that
human hearing is more sensitive at small intensities thaelanes; the log represents
small values with more faithfulness at the expense of max en large values. The
linear (unlogged) values are generally referred ttiresar PCM values (PCM stands
for Pulse Code Modulation, but never mind that). Here’s tingagion for compressing
a linear PCM sample valueto 8-bit p-law, (whereu=255 for 8 bits):

R sgn(s)log(1+p[s|)
log(1+ 1)

There are a number of standard file formats for storing thdtieg digitized wave-
file, such as Microsoft's WAV, Apple AIFF and Sun AU, all of witi have special
headers; simple headerless ‘raw’ files are also used. Fongerahe .wav format is a
subset of Microsoft's RIFF format for multimedia files; RIk$-a general format that
can represent a series of nested chunks of data and corfitcnohetion. Fig. 7.14 shows
a simple .wav file with a single data chunk together with itsrfat chunk:

moew , waveeme| | [, | o [a[afeka
length ~ Format chunk /

data length (16) bytes/second

Compression type bytes/sample
# channels bits/channel

Sampling rate

Data length

Figure 7.14  Microsoft wavefile header format, assuming simple file witte @hunk.
Following this 44-byte header would be the data chunk.

7.4.3 Frequency and Amplitude; Pitch and Loudness

Sound waves, like all waves, can be described in terms ofiecy, amplitude and
the other characteristics that we introduced earlier foe gine waves. In sound waves
these are not quite as simple to measure as they were for sieswLet’s consider
frequency. Note in Fig. 7.13 that although not exactly a dinat the wave is nonethe-
less periodic, and that there are 10 repetitions of the wavba 38.75 milliseconds
(.03875 seconds) we have captured in the figure. Thus thadray of this segment
of the wave is 10/.03875 or 258 Hz.
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Where does this periodic 258Hz wave come from? It comes floenspeed of
vibration of the vocal folds; since the waveform in Fig. 7i43rom the vowel [iy], it
is voiced. Recall that voicing is caused by regular openargs closing of the vocal
folds. When the vocal folds are open, air is pushing up thinaihg lungs, creating a
region of high pressure. When the folds are closed, there s@ssure from the longs.
Thus when the vocal folds are vibrating, we expect to sedaegeaks in amplitude of
the kind we see in Fig. 7.13, each major peak correspondiag tpening of the vocal
folds. The frequency of the vocal fold vibration, or the fueqcy of the complex wave,

FUNDAMENT, i called thefundamental frequency of the waveform, often abbreviaté®. We can
Fo plot Fo over time in apitch track . Fig. 7.15 shows the pitch track of a short question,
PITCH TRACK “Three o’clock?” represented below the waveform. Note the inFy at the end of the
question.

-

500 Hz

0 Hz

three o’'clock

0 0.544375
Time (s)

Figure 7.15 Pitch track of the question “Three o’clock?”, shown belowe thavefile.

Note the rise in FO at the end of the question. Note the lacktofi prace during the very
quiet part (the “0™ of “o’clock”; automatic pitch trackings based on counting the pulse
in the voiced regions, and doesn’t work if there is no voidioginsufficient sound at all).

[

The vertical axis in Fig. 7.13 measures the amount of airqumesvariation; pres-
sure is force per unit area, measured in Pascals (Pa). A higk on the vertical axis
(a high amplitude) indicates that there is more air presautieat point in time, a zero
value means there is normal (atmospheric) air pressuréde ahiegative value means
there is lower than normal air pressure (rarefaction).

In addition to this value of the amplitude at any point in timae also often need
to know the average amplitude over some time range, to giveoo® idea of how
great the average displacement of air pressure is. But wejoahtake the average
of the amplitude values over a range; the positive and negasilues would (mostly)
cancel out, leaving us with a number close to zero. Insteadjemerally use the RMS
(root-mean-square) amplitude, which squares each nungferebaveraging (making
it positive), and then takes the square root at the end.
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N 2
7.5 i = i
(7.5) RMS amplitudg i; N
POWER Thepower of the signal is related to the square of the amplitude. Ifmber of
samples of a sound N, the power is
12 5
(7.6) Power= — ZX[I]
N £
INTENSITY Rather than power, we more often refer to thiensity of the sound, which nor-
malizes the power to the human auditory threshold, and isored in dB. 1P is the
auditory threshold pressure 5210~ °Pathen intensity is defined as follows:
(7.7) Intensity= 10lo LS x2

PITCH

Fig. 7.16 shows an intensity plot for the sentence “Is it gglamovie?” from the
Call[Home corpus, again shown below the waveform plot.

ﬁ/\mﬂm

is it a long movie?

0 1.1675
Time (s)

Figure 7.16 Intensity plot for the sentence “Is it a long movie?”. Note tintensity
peaks at each vowel, and the especially high peak for the lvagl

Two important perceptual propertigsich andloudness are related to frequency

and intensity. Theitch of a sound is the mental sensation or perceptual correlate of

fundamental frequency; in general if a sound has a highetdoental frequency we
perceive it as having a higher pitch. We say “in general” bseahe relationship is not
linear, since human hearing has different acuities fored#t frequencies. Roughly
speaking, human pitch perception is most accurate betw@@izZland 1000Hz, and in
this range pitch correlates linearly with frequency. Hurhaaring represents frequen-
cies above 1000 Hz less accurately and above this rangecpitatiates logarithmically
with frequency. Logarithmic representation means thatlifferences between high
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MEL

(7.8)

PITCH EXTRACTION

frequencies are compressed, and hence not as accuratedyveelr There are various
psychoacoustic models of pitch perception scales. One acommodel is thenel scale
(Stevens et al., 1937; Stevens and Volkmann, 1940). A melisiteof pitch defined
so that pairs of sounds which are perceptually equidistapitch are separated by an
equal number of mels. The mel frequenmoyan be computed from the raw acoustic
frequency as follows:

f
=0

We will return to the mel scale in Ch. 9 when we introduce theQ\@Fepresenta-
tion of speech used in speech recognition.

Theloudnessof a sound is the perceptual correlate of goaver. So sounds with
higher amplitudes are perceived as louder, but again tagamthip is not linear. First
of all, as we mentioned above when we definethw compression, humans have
greater resolution in the low power range; the ear is morsites to small power
differences. Second, it turns out that there is a completicgiship between power,
frequency, and perceived loudness; sounds in certaindérexyuranges are perceived as
being louder than those in other frequency ranges.

Various algorithms exist for automatically extracting Hn a slight abuse of ter-
minology these are callgaitch extraction algorithms. The autocorrelation method of
pitch extraction, for example, correlates the signal wisielf, at various offsets. The
offset that gives the highest correlation gives the perioithe signal. Other methods
for pitch extraction are based on the cepstral features Weektrn to in Ch. 9. There
are various publicly available pitch extraction toolkitst example an augmented au-
tocorrelation pitch tracker is provided wiltr aat (Boersma and Weenink, 2005).

m=1127I{1+

7.4.4 Interpreting Phones from a Waveform

Much can be learned from a visual inspection of a wavefornr. @xample, vowels
are pretty easy to spot. Recall that vowels are voiced; angttoperty of vowels is
that they tend to be long, and are relatively loud (as we canrs¢he intensity plot
in Fig. 7.16). Length in time manifests itself directly oretk-axis, while loudness
is related to (the square of) amplitude on the y-axis. We satheé previous section
that voicing is realized by regular peaks in amplitude ofkinel we saw in Fig. 7.13,
each major peak corresponding to an opening of the vocas fdtdy. 7.17 shows the
waveform of the short phrase ‘she just had a baby’. We haweddtthis waveform
with word and phone labels. Notice that each of the six vowelg. 7.17, [iy], [ax],
[ae], [ax], [eVl], [iy], all have regular amplitude peaks ioating voicing.

For a stop consonant, which consists of a closure followed bglease, we can
often see a period of silence or near silence followed byghsburst of amplitude. We
can see this for both of the [b]'s imabyin Fig. 7.17.

Another phone that is often quite recognizable in a wavefisrenfricative. Recall
that fricatives, especially very strident fricatives lifgh], are made when a narrow
channel for airflow causes noisy, turbulent air. The resgltiissy sounds have a very
noisy, irregular waveform. This can be seen somewhat inFiy; it's even clearer in
Fig. 7.18, where we've magnified just the first wetie
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she just had a baby

sh

iy j ‘ ax ‘ s h ‘ ae dx| ax b ‘ ey ‘ b ‘ iy

1.059
Time (s)

Figure 7.17 A waveform of the sentence “She just had a baby” from the Switerd corpus (conversatipn
4325). The speaker is female, was 20 years old in 1991, whiapproximately when the recording was made,
and speaks the South Midlands dialect of American English.

she

sh

0.257
Time (s)

Figure 7.18 A more detailed view of the first word “she” extracted from thavefile in Fig. 7.17. Notice the
difference between the random noise of the fricative [ski] the regular voicing of the vowel [iy].

SPECTRUM

7.4.5 Spectra and the Frequency Domain

While some broad phonetic features (such as energy, pitchthe presence of voic-
ing, stop closures, or fricatives) can be interpreted diydoom the waveform, most
computational applications such as speech recognitiong¢tisis human auditory pro-
cessing) are based on a different representation of theddouarms of its component
frequencies. The insight ¢fourier analysisis that every complex wave can be repre-
sented as a sum of many sine waves of different frequenciessi@er the waveform
in Fig. 7.19. This waveform was created Bnaat ) by summing two sine waveforms,
one of frequency 10 Hz and one of frequency 100 Hz.

We can represent these two component frequencies wjteerum. The spectrum
of a signal is a representation of each of its frequency corapts and their amplitudes.
Fig. 7.20 shows the spectrum of Fig. 7.19. Frequency in Hn ihe x-axis and ampli-
tude on the y-axis. Note that there are two spikes in the figure at 10 Hz and one
at 100 Hz. Thus the spectrum is an alternative representatithe original waveform,
and we use the spectrum as a tool to study the component freiggeof a soundwave
at a particular time point.

Let's look now at the frequency components of a speech wawvefBig. 7.21 shows
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Figure 7.19 A waveform created by summing two sine waveforms, one ofueegy
10 Hz (note the 5 repetitions in the half-second window) ane of frequency 100 Hz,
both with amplitude 1.
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Figure 7.20  The spectrum of the waveform in Fig. 7.19.

part of the waveform for the vowel [ae] of the wohéd, cut out from the sentence
shown in Fig. 7.17.

0.04968

o

Ay A/\//\V/\/\M 0 AMVM AJ\VMVA ff\ﬂwm A /va /\ A /]\ LA [{\ ﬂvw
ke U e R TR

—0.05554
0

0.04275
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Figure 7.21  The waveform of part of the vowel [ae] from the wandd cut out from
the waveform shown in Fig. 7.17.

Note that there is a complex wave which repeats about terstiméhe figure; but
there is also a smaller repeated wave which repeats fous fianevery larger pattern
(notice the four small peaks inside each repeated wave). cbhelex wave has a
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COCHLEA
INNER EAR

SPECTROGRAM

frequency of about 234 Hz (we can figure this out since it reppeaughly 10 times in
.0427 seconds, and 10 cycles/.0427 seconds = 234 Hz).

The smaller wave then should have a frequency of roughlytfmes the frequency
of the larger wave, or roughly 936 Hz. Then if you look carbfybu can see two little
waves on the peak of many of the 936 Hz waves. The frequendyiofihiest wave
must be roughly twice that of the 936 Hz wave, hence 1872 Hz.

Fig. 7.22 shows a smoothed spectrum for the waveform in F&{., €omputed via
a Discrete Fourier Transform (DFT).

20

: e

Sound pressure level (dB/ Hz)

0 1000 2000 3000 4000
Frequency (Hz)

Figure 7.22 A spectrum for the vowel [ae] from the woldadin the waveform ofShe
just had a babyn Fig. 7.17.

Thex-axis of a spectrum shows frequency while yhaxis shows some measure of
the magnitude of each frequency component (in decibels, @R)garithmic measure
of amplitude that we saw earlier). Thus Fig. 7.22 shows theitet are significant fre-
quency components at around 930 Hz, 1860 Hz, and 3020 Hzj alith many other
lower-magnitude frequency components. These first two corepts are just what we
noticed in the time domain by looking at the wave in Fig. 7.21!

Why is a spectrum useful? It turns out that these spectréigihat are easily visi-
ble in a spectrum are very characteristic of different plspplones have characteristic
spectral “signatures”. Just as chemical elements giveiffffrdnt wavelengths of light
when they burn, allowing us to detect elements in stars tapht the spectrum of the
light, we can detect the characteristic signature of tHexdiht phones by looking at the
spectrum of a waveform. This use of spectral informatiorsigeatial to both human
and machine speech recognition. In human audition, thetifumof the cochleaor
inner ear is to compute a spectrum of the incoming waveform. SimilaHg various
kinds of acoustic features used in speech recognition astihd observation are all
different representations of spectral information.

Let’s look at the spectrum of different vowels. Since some/els change over
time, we'll use a different kind of plot calledspectrogram While a spectrum shows
the frequency components of a wave at one point in timspetrogramis a way of
envisioning how the different frequencies that make up aefi@awn change over time.
Thex-axis shows time, as it did for the waveform, but yhaxis now shows frequencies
in Hertz. The darkness of a point on a spectrogram correspgial the amplitude of
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FORMANT

the frequency component. Very dark points have high anmgsitlight points have low
amplitude. Thus the spectrogram is a useful way of visuaizhe three dimensions
(time x frequency x amplitude).

Fig. 7.23 shows spectrograms of 3 American English vowéi}, [ae], and [ah].
Note that each vowel has a set of dark bars at various freguoamals, slightly different
bands for each vowel. Each of these represents the samefiépedral peak that we
saw in Fig. 7.21.

5000-

R
"”»WH UM

Frequency (Hz)

2.81397
Time (s)

Figure 7.23  Spectrograms for three American English vowels, [ih], [a@f [uh], spo-
ken by the first author.

Each dark bar (or spectral peak) is callefbamant. As we will discuss below, a
formant is a frequency band that is particularly amplifiedty vocal tract. Since dif-
ferent vowels are produced with the vocal tract in diffefggitions, they will produce
different kinds of amplifications or resonances. Let’s l@khe first two formants,
called F1 and F2. Note that F1, the dark bar closest to thefndt in different posi-
tion for the 3 vowels; it's low for [ih] (centered at about 478) and somewhat higher
for [ae] and [ah] (somewhere around 800HZz) By contrast F2stond dark bar from
the bottom, is highest for [ih], in the middle for [ae], anaviest for [ah].

We can see the same formants in running speech, althougedbetion and coar-
ticulation processes make them somewhat harder to see7.B#gyshows the spectro-
gram of ‘she just had a baby’ whose waveform was shown in Fig..#1 and F2 (and
also F3) are pretty clear for the [ax] pfst, the [ae] othad, and the [ey] obaby.

What specific clues can spectral representations give fum@hentification? First,
since different vowels have their formants at characierjgaces, the spectrum can
be used to distinguish vowels from each other. We've seen[#&d in the sample
waveform had formants at 930 Hz, 1860 Hz, and 3020 Hz. Congidevowel [iy],
at the beginning of the utterance in Fig. 7.17. The spectromthiis vowel is shown
in Fig. 7.25. The first formant of [iy] is 540 Hz; much lower ththe first formant for
[ae], while the second formant (2581 Hz) is much higher ttensecond formant for
[ae]. If you look carefully you can see these formants as dhars in Fig. 7.24 just
around 0.5 seconds.

The location of the first two formants (called F1 and F2) playarge role in de-
termining vowel identity, although the formants still difffrom speaker to speaker.
Higher formants tend to be caused more by general charstiterf the speakers vocal
tract rather than by individual vowels. Formants also cangesl to identify the nasal
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she just

sh iy j ax s h ae dx| ax b ey b iy

0 1.059
Time (s)

Figure 7.24 A spectrogram of the sentence “She just had a baby” whosefaravevas shown in Fig. 7.17.
We can think of a spectrogram is as a collection of spectmzeslices) like Fig. 7.22 placed end to end. Note
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Figure 7.25 A smoothed (LPC) spectrum for the vowel [iy] at the starSbie just had
a baby Note that the first formant (540 Hz) is much lower than the fosmant for [ae]
shown in Fig. 7.22, while the second formant (2581 Hz) is mhigfmer than the second
formant for [a€].

phones [n], [m], and [ng], and the liquids [I] and [r].

7.4.6 The Source-Filter Model

Why do different vowels have different spectral signat@rés we briefly mentioned

sourceFILTER  above, the formants are caused by the resonant cavities ofdlnth. Thesource-filter
model is a way of explaining the acoustics of a sound by modediiow the pulses

produced by the glottis (theource are shaped by the vocal tract (tfileer ).

Let's see how this works. Whenever we have a wave such as lthatiain in air
Harvonics  caused by the glottal pulse, the wave alsolesnonics. A harmonic is another wave
whose frequency is a multiple of the fundamental wave. Tlhugkample a 115 Hz
glottal fold vibration leads to harmonics (other waves) 8 Hz, 345 Hz, 460 Hz, and



28 Chapter 7. Phonetics

so on on. In general each of these waves will be weaker, ive tmaich less amplitude
than the wave at the fundamental frequency.

It turns out, however, that the vocal tract acts as a kind frfdr amplifier; indeed
any cavity such as a tube causes waves of certain frequeatieamplified, and others
to be damped. This amplification process is caused by theesifape cavity; a given
shape will cause sounds of a certain frequency to resondteearte be amplified. Thus
by changing the shape of the cavity we can cause differeqtiénecies to be amplified.

Now when we produce particular vowels, we are essentialanging the shape
of the vocal tract cavity by placing the tongue and the otlgcwdators in particular
positions. The result is that different vowels cause défeéiharmonics to be amplified.

So a wave of the same fundamental frequency passed throffigtedt vocal tract
positions will result in different harmonics being amplifie

We can see the result of this amplification by looking at thatienship between the
shape of the oral tract and the corresponding spectrum7Fig.shows the vocal tract
position for three vowels and a typical resulting spectrdime formants are places in
the spectrum where the vocal tract happens to amplify paatibarmonic frequencies.

1 (d8/Hz)
level (dB/Hz)
Sound pressure level (dB/Hz)

d
ound pressure level
d

Fl F2

1695
Frequency (Hz)

[iy] (tea) [a€e] (cat) [uw] (moo)

Figure 7.26  Visualizing the vocal tract position as a filter: the tongwsigions for three English vowels and
the resulting smoothed spectra showing F1 and F2. Tongutgmssmodeled after Ladefoged (1996).

7.5 PHONETIC RESOURCES

A wide variety of phonetic resources can be drawn on for cdatfnal work. One
PRONJICIATION  key set of resources aponunciation dictionaries. Such on-line phonetic dictio-
naries give phonetic transcriptions for each word. Thraarmoonly used on-line dic-
tionaries for English are the CELEX, CMUdict, and PRONLEXié®ns; for other
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TIME-ALIGNED
TRANSCRIPTION

languages, the LDC has released pronunciation dictionéwreEgyptian Arabic, Ger-
man, Japanese, Korean, Mandarin, and Spanish. All theBerdides can be used for
both speech recognition and synthesis work.

The CELEX dictionary (Baayen et al., 1995) is the most ricriyotated of the dic-
tionaries. Itincludes all the words in the Oxford Advancestner’s Dictionary (1974)
(41,000 lemmata) and the Longman Dictionary of Contempydgaglish (1978) (53,000
lemmata), in total it has pronunciations for 160,595 wordfs. Its (British rather than
American) pronunciations are transcribed using an ASCisiea of the IPA called
SAM. In addition to basic phonetic information like phonerggs, syllabification, and
stress level for each syllable, each word is also annotatédmorphological, part of
speech, syntactic, and frequency information. CELEX (alt a&CMU and PRON-
LEX) represent three levels of stress: primary stress,rstamy stress, and no stress.
For example, some of the CELEX information for the wdlidtionaryincludes multi-
ple pronunciations ('dlIk-S@n-rl and 'dIk-S@-n@-rl, caepending to ARPABET [d
ih k sh ax nrih] and [d ih k sh ax n ax r ih] respectively), togathvith the CV-
skelata for each one ([CVC][CVC][CV] and [CVC][CV][CV][CY), the frequency of
the word, the fact that it is a noun, and its morphologicalcttire (diction+ary).

The free CMU Pronouncing Dictionary (CMU, 1993) has pronations for about
125,000 wordforms. It uses an 39-phone ARPAbet-derivechphe set. Transcrip-
tions are phonemic, and thus instead of marking any kind dhese reduction like
flapping or reduced vowels, it marks each vowel with the nuntbéunstressed) 1
(stressed), or 2 (secondary stress). Thus the wigedis listed as [T AY1 G ERQ] the
wordtableas [T EY1 B AHO L], and the wordictionaryas [D IH1 K SH AHO N EH2
R 1Y0]. The dictionary is not syllabified, although the nuttds implicitly marked by
the (numbered) vowel.

The PRONLEX dictionary (LDC, 1995) was designed for speetwognition and
contains pronunciations for 90,694 wordforms. It covetdha words used in many
years of the Wall Street Journal, as well as the Switchboarg@. PRONLEX has the
advantage that it includes many proper names (20,000, wberE X only has about
1000). Names are important for practical applications, thieg are both frequent and
difficult; we return to a discussion of deriving name proniations in Ch. 8.

Another useful resource isgnonetically annotated corpus in which a collection
of waveforms is hand-labeled with the corresponding stoihghones. Two important
phonetic corpora in English are the TIMIT corpus and the 8wibard Transcription
Project corpus.

The TIMIT corpus (NIST, 1990) was collected as a joint projeetween Texas
Instruments (TI), MIT, and SRI. It is a corpus of 6300 readteroes, where 10 sen-
tences each from 630 speakers. The 6300 sentences werefayawaset of 2342 pre-
designed sentences, some selected to have particulastdiieboleths, others to max-
imize phonetic diphone coverage. Each sentence in the savps phonetically hand-
labeled, the sequence of phones was automatically aligitbdive sentence wavefile,
and then the automatic phone boundaries were manually t@meeted (Seneff and
Zue, 1988). The result isttme-aligned transcription; a transcription in which each
phone in the transcript is associated with a start and ene iimthe waveform; we
showed a graphical example of a time-aligned transcriptidfig. 7.17.

The phoneset for TIMIT, and for the Switchboard TranscaptProject corpus be-
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low, is a more detailed one than the minimal phonemic versfahe ARPAbet. In par-
ticular, these phonetic transcriptions make use of theouarreduced and rare phones
mentioned in Fig. 7.1 and Fig. 7.2; the flap [dx], glottal sfqh reduced vowels [ax],
[ix], [axr], voiced allophone of [h] ([hv]), and separateqies for stop closure ([dcl],
[tcl], etc) and release ([d], [t], etc). An example tranption is shown in Fig. 7.27.

she
sh iy,

had
hv ae dcl

your | dark suit in| greasy wash | water all | year
jhaxr| dcldaarkc| suxq en| gclgriysix] waash gwaadxaxrq aall yixaxr

Figure 7.27

Phonetic transcription from the TIMIT corpus. Note paletion of [d] in had unreleased fing
stop indark, glottalization of final [t] insuit to [q], and flap of [t] inwater. The TIMIT corpus also include
time-alignments for each phone (not shown).

0n =

Where TIMIT is based on read speech, the more recent SwigchbEranscrip-
tion Project corpus is based on the Switchboard corpus ofezeational speech. This
phonetically-annotated portion consists of approxinya8b hours of sentences ex-
tracted from various conversations (Greenberg et al., 1996 with TIMIT, each
annotated utterance contains a time-aligned transcniplibe Switchboard transcripts
are time-aligned at the syllable level rather than at thenphevel; thus a transcript
consists of a sequence of syllables with the start and ereldineach syllables in the
corresponding wavefile. Fig. 7.28 shows an example from witcBboard Transcrip-
tion Project, for the phragbey’re kind of in between right now

0.470, 0.640f 0.720] 0.900 0.953 1.279 1410 1.630
dher k aa n ax vihm b ix twiyn ray n aw

Figure 7.28  Phonetic transcription of the Switchboard phrtssy're kind of in between
right now. Note vowel reduction irthey’re and of, coda deletion irkind andright, and
resyllabification (the [v] ofof attaches as the onset iof). Time is given in number of
seconds from beginning of sentence to start of each syllable

Phonetically transcribed corpora are also available foeotanguages; the Kiel
corpus of German is commonly used, as are various Mandamnpoctranscribed by
the Chinese Academy of Social Sciences (Li et al., 2000).

In addition to resources like dictionaries and corporargtege many useful pho-
netic software tools. One of the most versatile is the fremPpackage (Boersma and
Weenink, 2005), which includes spectrum and spectrograatysis, pitch extraction
and formant analysis, and an embedded scripting languageaifomation. It is avail-
able on Microsoft, Macintosh, and UNIX environments.

7.6 ADVANCED: ARTICULATORY AND GESTURAL PHONOLOGY

We saw in Sec. 7.3.1 that we could u#istinctive featuresto capture generalizations
across phone class. These generalizations were maintylatbry (although some,
like [strident] and the vowel height features, are primaaitoustic).
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This idea that articulation underlies phonetic productsouased in a more sophis-
ATIGIATORY - ticated way inarticulatory phonology, in which thearticulatory gesture is the un-

ARTICULATORY
GESTURE

GESTURAL SCORE

derlying phonological abstraction (Browman and Goldst&886, 1992). Articulatory
gestures are defined as parameteridgaamical systems Since speech production
requires the coordinated actions of tongue, lips, glotts, articulatory phonology
represents a speech utterances as a sequence of potemt&llgpping articulatory
gestures. Fig. 7.29 shows the sequent of gesturegeiural scorg required for the
production of the worghawn[p aa n]. The lips first close, then the glottis opens, then
the tongue body moves back toward the pharynx wall for theeldaa], the velum
drops for the nasal sounds, and finally the tongue tip clogemst the alveolar ridge.
The lines in the diagram indicate gestures which are phagbdespect to each other.
With such a gestural representation, the nasality in theviaael is explained by the
timing of the gestures; the velum drops before the tonguleagquite closed.

[wide]
VELUM
closed
TONGUE TIP [alveolar ]
narrow
TONGUE BODY [pharyngeal

closed
LIPS labial

GLOTTIS \ [wide]

Figure 7.29 The gestural score for the wophwnas pronounced [p aa n], after Brow|
man and Goldstein (1989) and Browman and Goldstein (1995).

The intuition behind articulatory phonology is that the tyeal score is likely to be
much better as a set of hidden states at capturing the contsmature of speech than a
discrete sequence of phones. In addition, using articylgestures as a basic unit can
help in modeling the fine-grained effects of coarticulattdmeighboring gestures that
we will explore further when we introduciphones(Sec.??) andtriphones (Sec.??).

Computational implementations of articulatory phonolbgye recently appeared
in speech recognition, using articulatory gestures rétiar phones as the underlying
representation or hidden variable. Since multiple aréitars (tongue, lips, etc) can
move simultaneously, using gestures as the hidden vaiirablées a multi-tier hidden
representation. Fig. 7.30 shows the articulatory featereised in the work of Livescu
and Glass (2004) and Livescu (2005); Fig. 7.31 shows exangflbow phones are
mapped onto this feature set.
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[ Feature | Description | value = meaning |

LIP-LOC | position of lips LAB = labial (neutral position); PRO = protruded (roundeBEN = dental

LIP-OPEN| degree of opening df CL =closed; CR = critical (labial/labio-dental fricative)NA = narrow (e.g., [w], [uw]);
lips WI = wide (all other sounds)

TT-LOC location of tongug DEN =inter-dental ([th], [dh]); ALV = alveolar ([t], [n]); PA = palato-alveolar ([sh])
tip RET = retroflex ([r])

TT-OPEN | degree of opening df CL = closed (stop); CR = critical (fricative); NA = narrow [[mlveolar glide);
tongue tip M-N = medium-narrow;MID = medium;WI = wide

TB-LOC location of tongug PAL = palatal (e.g. [sh], [y]); VEL = velar (e.g., [K], [ng]);
body UVU = uvular (neutral position); PHA = pharyngeal (e.g. [aa]

TB-OPEN | degree of opening df CL = closed (stop); CR = critical (e.g. fricated [g] in "legal NA = narrow (e.g. [y]);
tongue body M-N = medium-narrow; MID = medium; WI = wide

VEL state of the velum CL = closed (non-nasal); OP = open (nasal)

GLOT state of the glottis CL = closed (glottal stop); CR = critical (voiced); OP = openiteless)

Figure 7.30  Articulatory-phonology-based feature set from LivesciO®).

phone| LIP-LOC| LIP-OPEN| TT-LOC| TT-OPEN| TB-LOC| TB-OPEN| VEL GLOT
aa LAB W ALV W PHA M-N CL(.9),0P(1)] CR
ae LAB w ALV w VEL w CL(.9),0P(.1) CR
b LAB CR ALV M UVvU w cL CR
f DEN CR ALV M VEL M cL oP
n LAB w ALV cL UVvU M oP CR
s LAB w ALV CR UVvU M cL oP
uw PRO N P-A w VEL N CL(.9),0P(.1) CR

1

Figure 7.31  Livescu (2005): sample of mapping from phones to underyianget articulatory feature valug
Note that some values are probabilistic.

7.7 SUMMARY

This chapter has introduced many of the important concdpgibanetics and compu-
tational phonetics.

e We can represent the pronunciation of words in terms of watied phones
The standard system for representing phones isnteenational Phonetic Al-
phabet or IPA. The most common computational system for transcription of
English is theARPAbet, which conveniently uses ASCII symbols.

e Phones can be described by how they are prodadézllatorily by the vocal
organs; consonants are defined in terms of fhlateandmanner of articulation
andvoicing, vowels by theitheight, backness androundness

¢ A phonemeis a generalization or abstraction over different phorretidizations.
Allophonic rules express how a phoneme is realized in a given context.

e Speech sounds can also be describedustically. Sound waves can be de-
scribed in terms ofrequency, amplitude, or their perceptual correlatgsitch
andloudness

e Thespectrum of a sound describes its different frequency componentsilé/Vh

some phonetic properties are recognizable from the wawefooth humans and
machines rely on spectral analysis for phone detection.
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e A spectrogramis a plot of a spectrum over time. Vowels are described by-char
acteristic harmonics calléddrmants.

e Pronunciation dictionaries are widely available, and used for both speech recog-
nition and speech synthesis, including the CMU dictionangnglish and CELEX
dictionaries for English, German, and Dutch. Other diciioes are available
from the LDC.

e Phonetically transcribed corpora are a useful resourdaiéiting computational
models of phone variation and reduction in natural speech.

BIBLIOGRAPHICAL AND HISTORICAL NOTES

The major insights of articulatory phonetics date to thguiists of 800—-15@.c. In-
dia. They invented the concepts of place and manner of &tion, worked out the
glottal mechanism of voicing, and understood the concepissimilation. European
science did not catch up with the Indian phoneticians ungr@000 years later, in the
late 19th century. The Greeks did have some rudimentarygitfwknowledge; by the
time of Plato’sTheaetetusind Cratylus for example, they distinguished vowels from
consonants, and stop consonants from continuants. ThesSteveloped the idea of
the syllable and were aware of phonotactic constraints seipke words. An unknown
Icelandic scholar of the twelfth century exploited the ceptof the phoneme, proposed
a phonemic writing system for Icelandic, including diaicstfor length and nasality.
But his text remained unpublished until 1818 and even thenlargely unknown out-
side Scandinavia (Robins, 1967). The modern era of phanistiesually said to have
begun with Sweet, who proposed what is essentially the pheria hisHandbook
of Phoneticq1877). He also devised an alphabet for transcription astingjuished
betweenbroad and narrow transcription, proposing many ideas that were eventually
incorporated into the IPA. Sweet was considered the bestipireg phonetician of his
time; he made the first scientific recordings of languagepfametic purposes, and
advanced the state of the art of articulatory descriptiomws also infamously diffi-
cult to get along with, a trait that is well captured in Henrigéins, the stage character
that George Bernard Shaw modeled after him. The phoneme kgasdimed by the
Polish scholar Baudouin de Courtenay, who published hisribgin 1894.

Students with further interest in transcription and attitery phonetics should con-
sult an introductory phonetics textbook such as Ladefo@83) or Clark and Yallop
(1995). Pullum and Ladusaw (1996) is a comprehensive goigac¢h of the symbols
and diacritics of the IPA. A good resource for details abeatuction and other pho-
netic processes in spoken English is Shockey (2003). WE883) is the definitive
3-volume source on dialects of English.

Many of the classic insights in acoustic phonetics had beseldped by the late
1950's or early 1960’s; just a few highlights include tecjues like the sound spectro-
graph (Koenig et al., 1946), theoretical insights like tharking out of the source-filter
theory and other issues in the mapping between articulatidracoustics (Fant, 1970;
Stevens et al., 1953; Stevens and House, 1955; Heinz anenStelQ61; Stevens and
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House, 1961), the F1xF2 space of vowel formants PetersorBamky (1952), the
understanding of the phonetic nature of stress and and éhefukiration and intensity
as cues (Fry, 1955), and a basic understanding of issuesiregerception Miller and
Nicely (1955), Liberman et al. (1952). Lehiste (1967) is #emtion of classic papers
on acoustic phonetics.

Excellent textbooks on acoustic phonetics include Joh(2003) and (Ladefoged,
1996). (Coleman, 2005) includes an introduction to contpurtal processing of acous-
tics as well as other speech processing issues, from a $itigperspective. (Stevens,
1998) lays out an influential theory of speech sound prodoctihere are a wide va-
riety of books that address speech from a signal processith@lactrical engineering
perspective. The ones with the greatest coverage of cotiqmahphonetics issues in-
clude (Huang et al., 2001), (O’'Shaughnessy, 2000), andd(@ud Morgan, 1999). An
excellent textbook on digital signal processing is Lyor304).

There are a number of software packages for acoustic plocarelysis. Probably
the most widely-used one is Praat (Boersma and Weenink,)2005

Many phonetics papers of computational interest are to beddn theJournal of
the Acoustical Society of America (JASBdmputer Speech and LanguagedSpeech
Communication

EXERCISES

7.1 Find the mistakes in the ARPADbet transcriptions of the feltay words:

a. “three” [dhri] d. “study” [stuhdi] g. “slight” [s l iy ]
b. “sing” [sih ng] e. “though” [th ow]
c. “eyes” [ay S] f. “planning” [p pl aa n ih ng]

7.2 Translate the pronunciations of the following color wordsnf the IPA into the
ARPADbet (and make a note if you think you pronounce them diffly than this!):

a. [red] e. [blek] i. [pjus]
b. [blu] f. [wart] j- [toup]
C. [grin] g. ['ormnd3)]

d. [jelou] h. [p3pl]

7.3 Ira Gershwin's lyric forLet’s Call the Whole Thing Offlks about two pronunci-
ations of the word “either” (in addition to the tomato andatotexample given at the
beginning of the chapter. Transcribe Ira Gershwin’s twanprriations of “either” in
the ARPAbet.

7.4 Transcribe the following words in the ARPAbet:

a. dark
b. suit
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C. greasy
d. wash
e. water

7.5 Take a wavefile of your choice. Some examples are on the tektebsite.
Download thePRAAT software, and use it to transcribe the wavefiles at the wanel,le
and into ARPAbet phones, using Praat to help you play pieteaah wavfile, and to
look at the wavefile and the spectrogram.

7.6 Record yourself saying five of the English vowels: [aa], [dBE], [iy], [uw].
Find F1 and F2 for each of your vowels.
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