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QUESTION ANSWERING
23 AND SUMMARIZATION

‘Alright’, said Deep Thought. ‘The Answer to the Great Quest..’

‘Yesl’

‘Of Life The Universe and Everything..." said Deep Thought.
‘Yesl’

Is...

‘Yes.. M...?

‘Forty-two’, said Deep Thought, with infinite majesty androa.
Douglas AdamsThe Hitchhiker's Guide to the Galaxy

| readWar and Peace . It's about Russia. . .
Woody Allen,Without Feathers

Because so much text information is available generallyhenieb, or in special-
ized collections such as PubMed, or even on the hard driveardaptops, the single
most important use of language processing these days idgabeuery and extract
meaning from these large repositories. If we have a vergsiraed idea of what we are
looking for, we can use the information extraction algarithof the previous chapter.
But many times we have an information need that is best egpdesiore informally
in words or sentences, and we want to find either a specificar&et, or a specific
document, or something in between.

In this chapter we introduce the tasksafestion answering(QA) andsumma-
rization, tasks which produce specific phrases, sentences, or sigwages, often in
response to a user’s need for information expressed in aatdanguage query. In
studying these topics, we will also cover highlights frore freld ofinformation re-
trieval (IR), the task of returning documents which are relevant to tiquéar natural
language query. IR is a complete field in its own right, and vilkamly be giving a
brief introduction to it here, but one that is essential foderstand QA and summa-
rization.

In this chapter we focus on a central idea behind all of thebéiedds, the idea of
meeting a user’s information needséxtracting passages directly from documents or
from document collections like the Web.

Information retrieval (IR) is an extremely broad field, encompassing a wide-
range of topics pertaining to the storage, analysis, amigtvat of all manner of media,
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including text, photographs, audio, and video (Baeza-<$ratel Ribeiro-Neto, 1999).
Our concern in this chapter is solely with the storage amieret! of text documents in
response to users’ word-based queries for informationedtien 23.1 we present the
vector space modelsome variant of which is used in most current systems, dict
most web search engines.

Rather than make the user read through an entire documedtpften prefer to
give a single concise short answer. Researchers have heeg to automate this
process ofguestion answeringsince the earliest days of computational linguistics
(Simmons, 1965).

The simplest form of question answering is dealing vigbtoid questions. As
the name implies, the answers to factoid questions are sifapts that can be found in
short text strings. The following are canonical examplethisf kind of question.

Who founded Virgin Airlines?
What is the average age of the onset of autism?
Where is Apple Computer based?

Each of these questions can be answered directly with attéxy shat contain the
name of person, a temporal expression, or a location, raégelgc Factoid questions,
therefore, are questions whose answers can be found insgraors of text and corre-
spond to a specific, easily characterized, category, offeanzed entity of the kind we
discussed in Ch. 22. These answers may be found on the Weltemradively within
some smaller text collection. For example a system mighivanguestions about a
company’s product line by searching for answers in documenta particular corpo-
rate website or internal set of documents. Effective teqies for answering these
kinds of questions are described in Sec. 23.2.

Sometimes we are seeking information whose scope is grétera single fac-
toid, but less than an entire document. In such cases we magtd asummary of
a document or set of documents. The goateoft summarization is to produce an
abridged version of a text which contains the important tevant information. For
example we might want to generate apstract of a scientific article, @ummary of
email threads, &eadline for a news article, or generate the shemtppetsthat web
search engines like Google return to the user to describferetrieved document. For
example, Fig. 23.1 shows some sample snippets from Googienatizing the first
four documents returned from the qué&grman Expressionism Bcke

To produce these various kinds of summaries, we’ll intredalgorithms for sum-
marizing single documents, and those for producing sunegaifimultiple documents
by combining information from different textual sources.

Finally, we turn to a field that tries to go beyond factoid digsanswering by
borrowing techniques from summarization to try to answerermmplex questions
like the following:

Who is Celia Cruz?
What is a Hajj?

In children with an acute febrile illness, what is the effica€ single-medication
therapy with acetaminophen or ibuprofen in reducing fever?
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GO L)gle 'german expressionism Bricke Search

Web

MoMA .org | Exhibitions | 2002 | Artists of Briicke

This site is the Museum's first exhibition created exclusively for the web and showcases its
unparalleled collection of German Expressionist prints and ...
mema.org/exhibitions/2002/brucke/ - Bk - Cached - Similar pages - Note this

Expressionism - Wikipedia, the free encyclopedia

Norris Embry has been called "the first American German Expressionist'.
Expressionist groups in painting, including the Blaue Reiter and Die Briicke. ...
en.wikipedia.org/wiki/Expressionism - 67k - Cached - Similar pages - Note this

The "Briicke" Museum - Museum of Expressionism

only available in German:. ,Briicke"-Highlights. Hg. Magdalena M. Moeller, mit
Kurzkommentaren zu 247 Werke des Briicke-Museums, 260 Seiten, Preis: 16,-€ ...
www.bruecke-museum.defenglish.htm - 8k - Cached - Similar pages - Note this

WebMuseum: Expressionism

The German Expressionist movement began in 19056 with artists such as Kirchner ... Die
Briicke (The Bridge) was the first of two Expressionist movements that ...
www.ibiblio.orgiwm/paint/tl/20th/expressionism.html - Bk - Cached - Similar pages - Note this

Figure 23.1  The first 4 snippets from Google f@erman Expressionism Briicke

Answers to questions such as these do not consist of simpiecdhantity strings.
Rather they involve potentially lengthy coherent textst that together an array of
associated facts to produce a biography, a complete defingi summary of current
events, or a comparison of clinic results on particular ro&dnterventions. In addition
to the complexity and style differences in these answessfdhts that go into such
answers may be context, user, and time dependent.

Current methods answer these kindscomplex questionsby piecing together
relevant text segments that come from summarizing longeuments. For example
we might construct an answer from text segments extracted & a corporate report,
a set of medical research journal articles, or a set of ratemaws articles or web
pages. This idea of summarizing text in response to a usey guealledquery-based
SUIRERBASED  summarization or focused summarization and will be explored in Sec. 23.5.

Finally, we reserve for Ch. 24 all discussion of the role tpaéstions play in ex-
tended dialogues; this chapter focuses only on respondiagingle query.

COMPLEX
QUESTIONS

23.1 INFORMATION RETRIEVAL

INFORMATION Information retrieval (IR) is a growing field that encompasses a wide range of topics
IR related to the storage and retrieval of all manner of medme fbcus of this section is
with the storage of text documents and their subsequeivatin response to users’
requests for information. In this section our goal is jusgiee a sufficient overview
of information retrieval techniques to lay a foundation fbe following sections on
question answering and summarization. Readers with megesst specifically in in-
formation retrieval should see the references at the ertteathiapter.
Most current information retrieval systems are based omd &f extreme version

of compositional semantics in which the meaning of a docunmesides solely in the
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set of words it contains. To revisit the Mad Hatter's quotarithe beginning of Ch. 19,

in these systembksee what | eatindl eat what | seanean precisely the same thing.
The ordering and constituency of the words that make up theesees that make up
documents play no role in determining their meaning. Beedhsy ignore syntactic

information, these approaches are often referred ttagsof-wordsmodels.

Before moving on, we need to introduce some new terminoldgynformation
retrieval, adocumentrefers generically to the unit of text indexed in the systerd a
available for retrieval. Depending on the application, awdnent can refer to anything
from intuitive notions like newspaper articles, or encyadia entries, to smaller units
such as paragraphs and sentences. In web-based appkcétiam refer to a web page,
a part of a page, or to an entire websitec@lectionrefers to a set of documents being
used to satisfy user requeststekm refers to a lexical item that occurs in a collection,
but it may also include phrases. Finallygaery represents a user’s information need
expressed as a set of terms.

The specific information retrieval task that we will consigedetail is known asd
hoc retrieval. In this task, it is assumed that an unaided user poses a tpuergtrieval
system, which then returns a possibly ordered set of patgntiseful documents. The
high level architecture is shown in Fig. 23.2.

.
H |

v

Indexing

v

Search
m - = Pr‘g}i‘:gng ----- > (vector space or  f------ >
probabilistic)

Figure 23.2  The architecture of an ad hoc IR system.

|| Ranked
Documents

23.1.1 The Vector Space Model

In the vector space modebf information retrieval, documents and queries are rep-
resented as vectors of features representing the termsigvtirat occur within the
collection (Salton, 1971).

The value of each feature is called tieem weight and is usually a function of the
term’s frequency in the document, along with other factors.

For example, in a fried chicken recipe we found on the Webdlie termschicken
fried, oil, andpepperoccur with term frequencies 8, 2, 7, and 4, respectivelyf @i
just used simple term frequency as our weights, and assunermqgyetended only these
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4 words occurred in the collection and we put the featuresratiee above order, the
vector for this document (call if) would be:

dj = (8,2,7,4)
More generally, we represent a vector for a docunagrais
dj = (Wej,W2j,Waj, -, Wh,j)

Wherer denotes a particular document, and the vector contains ghtvigature for
each of theN terms that occur in the collection as a whalg;; thus refers to the weight
that term 2 has in document

We can also represent a query in the same way. For exampleraator fried
chickenwould have the representation:

d=(1,1,0,0)

More generally,
q = (Wl,Q7W2,QaW3,Q7 "N 7Wn,q)

Note thatN, the number of dimensions in the vector, is the total numbéeros
in the whole collection. This can be hundreds of thousandsartls, even if (as is
often done) we don’t consider some function words in the Bpbesible terms. But of
course a query or even a long document can’t contain very rogathese hundreds of
thousands of terms. Thus most of the values of the query acdndent vectors will
be zero. Thus in practice we don’t actually store all the 2éwe use hashes and other
sparse representations).

Now consider a different document, a recipe for poachedkehichere the counts
are:

dk = (6,0,0,0)

Intuitively we'd like the queryq fried chickento match documend; (the fried
chicken recipe) rather than documekt(the poached chicken recipe). A brief glance
at the feature suggests that this might be the case; bothutitg gnd the fried chicken
recipe have the wordsied andchicken while the poached chicken recipe is missing
the wordfried.

It is useful to view the features used to represent docunerdsqueries in this
model as dimensions in a multi-dimensional space, wherdeihieire weights serve
to locate documents in that space. When a user’s query islatad into a vector it
denotes a point in that space. Documents that are located tahe query can then
be judged as being more relevant than documents that aherfanvay.

Fig. 23.3 shows a graphical illustration, plotting the fingd dimensionschicken
andfried) for all three vectors. Note that if we measure the simyaoigtween vectors
by the angle between the vectors, thas more similar todj than tody, because the
angle betweeq andd; is smaller.

In vector-based information retrieval we standardly usectisinemetric that we
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Dimension 2: ‘chicken’

Figure 23.3 A graphical illustration of the vector model for informaticetrieval, show-
ing the first two dimensiondried andchicker) assuming that we use raw frequency in the
document as the feature weights.

introduced in Ch. 20 rather than the actual angle. We med#seigistance between two
documents by theosineof the angle between their vectors. When two documents are
identical they will receive a cosine of one; when they arb@gbnal (share no common
terms) they will receive a cosine of zero. The equation faim®is:

J o SlaWhex Wy
\/Z|N:1W|2q X \/zIN:lWﬁJ

Recall from Ch. 20 that another way to think of the cosine mthanormalized
dot product. That is, the cosine is the dot product between the two vedivided by
the lengths of each of the two vectors. This is because theerator of the cosine is
thedot product:

sim(d,d

dot-productx,y) =X-y = _ix@ X Uj

while the denominator of the cosine contains terms for thgtles of the two vectors;
recall thatvector lengthis defined as:

N
H=y50

This characterization of documents and queries as vectossdes all the basic
parts for an ad hoc retrieval system. A document retrievsiesy can simply accept
a user’s query, create a vector representation for it, coenpagainst the vectors rep-
resenting all known documents, and sort the results. Thétiissa list of documents
rank ordered by their similarity to the query.
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INVERSE DOCUMENT
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IDF

(23.10)

TF-IDF

(23.11)

A further note on representation; the characterizationagiughents as vectors of
term weights allows us to view the document collection as alevhs a (sparse) matrix
of weights, wherew, ; represents the weight of terimin documentj. This weight
matrix is typically called gaerm-by-document matrix. Under this view, the columns
of the matrix represent the documents in the collection, #iedrows represent the
terms. The term-by-document matrix for the two recipe doentmabove (again using
only the raw term frequency counts as the term weights) wbald

8 6

20
70
40

23.1.2 Term Weighting

In the examples above, we assumed that the term weights weas she simple fre-
quency counts of the terms in the documents. This is a sircgtiin of what we do in
practice. The method used to assign terms weights in thengdectand query vectors
has an enormous impact on the effectiveness of a retriegédisy Two factors have
proven to be critical in deriving effective term weights. Wave already seen the first,
the term frequency, in its simplest form the raw frequencg tdrm within a document
(Luhn, 1957). This reflects the intuition that terms thatuwdcequently within a doc-
ument may reflect its meaning more strongly than terms thairdess frequently and
should thus have higher weights.

The second factor is used to give a higher weight to wordsdhbt occur in a
few documents. Terms that are limited to a few documents seéulifor discrim-
inating those documents from the rest of the collection,levtérms that occur fre-
guently across the entire collection aren’t as helpful. whoents. Thenverse doc-
ument frequency or IDF term weight (Sparck Jones, 1972) is one way of assigning
higher weights to these more discriminative words. IDF ifm&l via the fraction
N/n;, whereN is the total number of documents in the collection, ant the num-
ber of documents in which terinoccurs, The fewer documents a term occurs in, the
higher this weight. The lowest weight of 1 is assigned to tethat occur in all the
documents. Due to the large number of documents in manyctiolies, this measure
is usually squashed with a log function. The resulting dedinifor inverse document

frequency (IDF) is thus:
. N
idf; = log (H)

Combining term frequency with IDF results in a scheme knostfralf weighting:

Wi = tfi,j x idfj

In tf-idf weighting, the weight of termin the vector for documerijtis the product of its
overall frequency inj with the log of its inverse document frequency in the coltatt
(sometimes the term frequency is logged as well). Tf-idfstiwefers words which
are frequent in the current documgnibut rare overall in the collection. Let's repeat
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(23.12)

STEMMING

STOP LIST

the cosine formula for query-document comparison witldffweights added. We'll
modify the formula slightly, since as we noted earlier, madties for any query or
document vector will be zero. This means that in practice a€tdcompute the cosine
by iterating over all the (mostly zero) dimensions. Insteedonly compute over the
words that are present, as suggested by the following exquti thetf-idf weighted
cosinebetween a querg and a documert:

> thgtfua(idfy)?

weq,d
Y (tfq qidfy)? x dz (tf qidfy )?
dcq ied

With some minor variations, this tf-idf weighting schemeused to assign term
weights to documents in nearly all vector space retrievad@® The tf-idf scheme
is also used in many other aspects of language processirijsaeit again when we
introducesummarization on page 31.

sim(d, d) =

23.1.3 Term Selection and Creation

Thus far, we have been assuming that it is precisely the vibed®ccur in a collection
that are used to index the documents in the collection. Twonzon variations on this
assumption involve the use sfemming and astop list.

Stemming, as we discussed in Ch. 3, is the process of collapsing thphotog-
ical variants of a word together. For example, without steéngnthe termgrocess
processingandprocessedavill be treated as distinct items with separate term frequen
cies in a term-by-document matrix; with stemming they wél donflated to the single
term processwith a single summed frequency count. The major advantagesitag
stemming is that it allows a particular query term to matchuwtoents containing any
of the morphological variants of the term. The Porter stem{erter, 1980) described
in Ch. 3 is frequently used for retrieval from collectionsfglish documents.

A problem with this approach is that it throws away usefutidigions. For ex-
ample, consider the use of the Porter stemmer on documedtguaries containing
the wordsstocksandstockings In this case, the Porter stemmer reduces these surface
forms to the single ternstock Of course, the result of this is that queries concern-
ing stock priceswill return documents abougtockings and queries abougtockings
will find documents aboustocks Additionally we probably don’t want to stem, e.g.,
the wordlllustrator to illustrate, since the capitalized forrilustrator tends to refer
to the software package Most modern web search enginedahereeed to use more
sophisticated methods for stemming.

A second common technique involves the use of stop lists;imdidldress the issue
of what words should be allowed into the index.s#op list is simply a list of high
frequency words that are eliminated from the represemtaifdboth documents and
queries. Two motivations are normally given for this stggtehigh frequency, closed-
class terms are seen as carrying little semantic weight@nithas unlikely to help with
retrieval, and eliminating them can save considerableespathe inverted index files
used to map from terms to the documents that contain them.ddwaside of using
a stop list is that it makes it difficult to search for phradest tcontain words in the
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stop list. For example, a common stop list presented in Brakd Baeza-Yates (1992),
would reduce the phrage be or not to bdo the phrasaot

23.1.4 Evaluating Information Retrieval Systems

The basic tools used to measure the performance of rankeevedtsystem are the
precision andrecall measures we employed in earlier settings. Here we assurne tha
the returned items can be divided into two categories: thels¥ant to our purposes
and those that are not. Therefore, precision is the fractfdhe returned documents
that are relevant, while recall is the fraction of all possitelevant documents that are
contained in the return set. More formally, let's assuméwwhave been given a total
of T ranked documents in response to a given information repgaesibset of these
documentsR, consists of relevant documents, and a disjoint sulb§etonsists of the
remaining irrelevant documents, and finally let's assunagttiere aré) documents in
the collection as a whole that are relevant to this partictdquest. Given all this we
can define our precision and recall measures to be:

R

Precision= —

IT|
Rl

Recall ]

Unfortunately, these metrics are not quite sufficient to snea the performance of a
system thatanksthe documents it return. That s, if we are comparing thequarnce
of two ranked retrieval systems, we require a metric thdtpvéfer the one that ranks
the relevant documents higher. Simple precision and resatlefined above are not
dependent on rank in any way; we need to adapt them to capduwrenviell a system
does at putting relevant documents higher in the rankinge tWo standard methods
in information retrieval for accomplishing this are basedpbotting precision/recall
curves and on averaging precision measures in various ways.

Let's consider each of these methods in turn using the datngdn the table in
Fig. 23.4. This table provides rank-specific precision awhl values calculated as
we proceed down through a set of ranked items. That is, theigive numbers are
the fraction of relevant documents seen at a given rank, ecallris the fraction of
relevant documents found at the same rank. The recall mesaguthis example are
based on this query having 9 relevant documents in the tofeas a whole. Note
that recall is non-decreasing as we proceed, when releeans iare encountered recall
increases and when non-relevant documents are found itmenmmachanged. Precision
on the other hand hops up and down, increasing when releganintents are found
and decreasing otherwise.

One common way to get a handle on this kind of data is to platipien against
recall on a single graph using data gathered from across af sgieries. To do this
we’'ll need a way to average the recall and precision valuessa@ set of queries. The
standard way to do this is to plot averaged precision valtiég éixed levels of recall
(O to 100, in steps of 10). Of course, as is illustrated by aulier table we're not likely
to have datapoints at these exact levels for all (or any)@fjreries in our evaluation
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Rank| Judgment PrecisioRank| Recalkank
1 R 1.0 A1
2 N .50 A1
3 R .66 22
4 N .50 22
5 R .60 .33
6 R .66 44
7 N .57 44
8 R .63 55
9 N .55 .55
10 N .50 .55
11 R .55 .66
12 N .50 .66
13 N 46 .66
14 N 43 .66
15 R A7 a7
16 N 44 a7
17 N 44 a7
18 R 44 .88
19 N 42 .88
20 N .40 .88
21 N .38 .88
22 N .36 .88
23 N .35 .88
24 N .33 .88
25 R .36 1.0
Figure 23.4  Rank-specific precision and recall values calculated asraeepd down
through a set of ranked documents.

INTERFOLATER  set. We'll therefore usénterpolated precision values for the 11 recall values from
the data points we do have. This is accomplished by chookaghaximum precision
value achieved at any level of recall at or above the one weteulating. In other
words,

(23.15) IntPrecisior(r) = m'gl?(Precisior(i)

Note that this interpolation scheme not only provides u$lie means to average
performance over a set of queries, but it also provides atdensay to smooth over
the irregular precision values in the original data. Thigipalar smoothing method is
designed to give systems the benefit of the doubt by assighémaximum precision
value achieved at higher levels of recall from the one beirgsared. The interpo-
lated data points for our earlier example are given in thiefohg table and plotted in
Fig. 23.5.

Given curves such as this we can compare two systems or ahy@®hay comparing
their curves. Clearly curves that are higher in precisiomss all recall values are
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Interpolated Precision  Recall
1.0 0.0
1.0 .10
.66 .20
.66 .30
.66 40
.63 .50
.55 .60
A7 .70
44 .80
.36 .90
.36 1.0
Figure 23.5 Interpolated data points from Fig. 23.4.
Interpolated Precision Recall Curve
11
0.9 1
0.8 1
0.7 1
0.6 1
8
3 0.5
o
o
0.4 1
0.3 1
0.2 1
0.1 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Recall
Figure 23.6  An 11 point interpolated precision-recall curve. Pregisadeach of the 11
standard recall levels is interpolated for each query froenhaximum at any higher leve,
of recall. The original measured precision recall poinesalso shown.
preferred. However, these curves can also provide insigbtihe overall behavior of a
system. Systems that are higher in precision towards thenke§ favor precision over
recall, while systems that are more geared towards recibevhigher at higher levels
of recall (to the right).
A second popular way way to evaluate ranked retrieval systerknown asnean
MEAN AVERAGE

PRECISION

average precisioffMAP). In this approach, we again descend through the rahi&ed
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(23.16)

of items and note the precision only at those points wherdesast item has been
encountered. For a single query, we average these indiyideeision measurements
over the return set up to some fixed cutoff. More formally, & assume thd®; is the
set of relevant documents at or abayeéhen the average precision for a single query
is:

1
— Precision (d)
IR d;%r

where Precision (d) is the precision measured at the rank where docurdents
found. For an ensemble of queries, we then average over éwvesages, giving us
our mean average precision measure. Applying this teclertigithe data in Fig. 23.5
yields a MAP measure of 0.6 for this single retrieval.

MAP has the advantage of providing a single crisp metric ¢thatbe used to com-
pare competing systems or approaches. Note, that MAP will te favor systems that
provide relevant documents at high ranks. Of course, thisrisally a problem since
that is a big part of what we’re looking for in a retrieval sist. But since the measure
essentially ignores recall, it can favor those systemsatetuned to return small sets
of documents in which they are highly confident, at the exp@fisystems that attempt
to be more comprehensive by trying to attain higher levelecall.

The U.S. government-sponsored TREC (Text REtrieval Cemnfeg) evaluations,
run annually since 1992, provide a rigorous testbed for tladuation of a variety of
information retrieval tasks and techniques. TREC providege document sets for
both training and testing, along with a uniform scoring syst Training materials con-
sist of sets of documents accompanied by sets of querideddapics in TREC) and
relevance judgments. TREC subtasks over the years havelgtthuestion answering,
IR in Chinese and Spanish, interactive IR, retrieval fromexgt and video, and others.
See Voorhees and Harman (2005). Details of all of the mestiag be found at the
TREC page on the National Institute of Standards and Teolgyaliebsite.

23.1.5 Homonymy, Polysemy, and Synonymy

Since the vector space model is based solely on the use ofestenms, it is use-
ful to consider the effect that various lexical semanticn@maena may have on the
model. Consider a query containing the weahing a word that has senses meaning
something liketoothanddog A query containingcaninewill be judged similar to
documents making use of either of these senses. Howeven tiiat users are prob-
ably only interested in one of these senses, the documentaicimg the other sense
will be judged non-relevant. Homonymy and polysemy, themefcan have the effect
of reducing precisiorby leading a system to return documents irrelevant to thesuse
information need.

Now consider a query consisting of the lexedog This query will be judged close
to documents that make frequent use of the tdag) but may fail to match documents
that use close synonyms likanine as well as documents that use hyponyms such as
Malamute Synonymy and hyponymy, therefore, can have the effedicing recall
by causing the retrieval system to miss relevant documents.
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Note that it is inaccurate to state flatly that polysemy redugrecision, and syn-
onymy reduces recall since, as we discuss on page 11, bosunesare relative to a
fixed cutoff. As aresult, every non-relevant document tisgsrabove the cutoff due to
polysemy takes up a slot in the fixed size return set, and mesyghsh a relevant docu-
ment below threshold, thus reducing recall. Similarly, waedocument is missed due
to synonymy, a slot is opened in the return set for a non-agliesocument, potentially
reducing precision as well.

These issues lead naturally to the question of whether ownad sense disam-
biguation can help in information retrieval. The curreritience on this pointis mixed,
with some experiments reporting a gain using disambignodti@ techniques (Schitze
and Pedersen, 1995), and others reporting either no gaadegradation in perfor-
mance (Krovetz and Croft, 1992; Sanderson, 1994; Voori€s).

23.1.6 Improving User Queries

One of the most effective ways to improve retrieval perfongeis to find a way to
improve user queries. The techniques presented in thieedtave been shown to
varying degrees to be effective at this task.

The single most effective way to improve retrieval perfonoein the vector space
model is the use ofelevance feedback(Rocchio, 1971). In this method, a user
presents a query to the system and is presented with a snalf setrieved docu-
ments. The user is then asked to specify which of these dattsrappears relevant to
their need. The user’s original query is then reformulatestll on the distribution of
terms in the relevant and non-relevant documents that thieaxamined. This refor-
mulated query is then passed to the system @anequery with the new results being
shown to the user. Typically an enormous improvement is aftena single iteration
of this technique.

The formal basis for the implementation of this techniquks faut directly from
some of the basic geometric intuitions of the vector modelparticular, we would
like to pushthe vector representing the user’s original query towaediitcuments that
have been found to be relevant, and away from the documedgsglnot relevant. This
can be accomplished by adding an averaged vector repregémti relevant documents
to the original query, and subtracting an averaged vecfesenting the non-relevant
documents.

More formally, let's assume tha} represents the user’s original queR/js the
number of relevant documents returned from the originatyjsis the number of non-
relevant documents, and documents in the relevant andelewant sets are denoted
asrt ands, respectively. In addition, assume tifaandy range from 0 to 1 and that
B+y=1. Given these assumptions, the following represents alatdrrelevance
feedback update formula:

Tl

R y S
iv1=0Gi+ -2 %
q+l q JZ:LJ Sij_

The factor{3 andy in this formula represent parameters that can be adjusfsetr-ex
imentally. Intuitively, 3 represents how far the new vector should be pushed towards
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the relevant documents, agdepresents how far it should be pushed away from the
non-relevant ones. Salton and Buckley (1990) report gosdltewith = .75 and
y=.25.
We should note that evaluating systems that use relevaadbdek is rather tricky.
In particular, an enormous improvement is often seen in twichents retrieved by
the first reformulated query. This should not be too sumpgisiince it includes the
documents that the user told the system were relevant onrgiedund. The pre-
ferred way to avoid this inflation is to only compute recaltigrecision measures for
colfElRu what is called theesidual collection, the original collection without any of the docu-
ments shown to the user on any previous round. This usuadlyheeffect of driving
the system’s raw performance below that achieved with tisedinery, since the most
highly relevant documents have now been eliminated. Nieekass, this is an effective
technique to use when comparing distinct relevance feédibechanisms.
An alternative approach to query improvement focuses angéhat comprise the
QUERY EXPANSION query vector. Inquery expansion the user’s original query is expanded by adding
terms that are synonymous with or related to the originahterQuery expansion is
thus a technique for improving recall, perhaps at the ex@ehgrecision. For example
the querySteve Jobsould be expanded by adding terms likpple Macintosh and
personal computer
THESAURUS The terms to be added to the query are taken fraimegaurus It is possible to
use a hand-built resource like WordNet or UMLS as the thessaiaor query expansion,
when the domain is appropriate. But often these thesauarsesot suitable for the
JHESARYS  collection, and instead, we dbesaurus generationgenerating a thesaurus automat-
ically from documents in the collection. We can do this bystéwing the words in the
TErmcLusTERNG  collection, a method known asrm clustering. Recall from our characterization of
the term-by-document matrix that the columns in the magpresent the documents
and the rows represent the terms. Thus, in thesaurus gemethe rows can be clus-
tered to form sets of synonyms, which can then be added tostivésoriginal query to
improve its recall. The distance metric for clustering carsbmple cosine, or any of
the other distributional methods for word relatednessutised in Ch. 20.
The thesaurus can be generated once from the documenttiooiles a whole
(Crouch and Yang, 1992), or sets of synonym-like terms cagelnerated dynamically
from the returned set for the original query (Attar and Fkan1977). Note that this
second approach entails far more effort, since in effect allsimesaurus is generated
for the documents returned for every query, rather than @ordbe entire collection.

23.2 FACTOID QUESTION ANSWERING

There are many situations where the user wants a partideles pf information rather
than an entire document or document set. We use thedeestion answeringfor the
task of returning a particular piece of information to thernis response to a question.
We call the tasKactoid question answeringif the information is a simple fact, and
particularly if this fact has to do with aamed entity like a person, organization, or
location.
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The task of a factoid question answering system is thus tawemngquestions by
finding, either from the Web or some other collection of doeuts, short text segments
that are likely to contain answers to questions, reformgtiiem, and presenting them
to the user. Fig. 23.7 shows some sample factoid questigesiter with their answers.

Question Answer

Where is the Louvre Museum located? in Paris, France
What'’s the abbreviation for limited partnership? L.P.

What are the names of Odin’s ravens? Huginn and Muninn
What currency is used in China? the yuan

What kind of nuts are used in marzipan? almonds

What instrument does Max Roach play? drums

What'’s the official language of Algeria? Arabic

What is the telephone number for the University of (303)492-1411
Colorado, Boulder?

How many pounds are there in a stone? 14

Figure 23.7 Some sample factoid questions and their answers.

Since factoid question answering is based on informatitnex@l techniques to
find these segments, it is subject to the same difficultieafasmation retrieval. That
is, the fundamental problem in factoid question answesné gap between the way
that questions are posed and the way that answers are eeghimesstext. Consider the
following question/answer pair from the TREC question agrgmg task:

(23.17)  User QuestionWhat company sells the most greeting cards?
(23.18)  Potential Document AnsweHallmark remains the largest maker of greeting cards.

Here the user uses the verbal phras#is the moswhile the document segment
uses a nominahe largest maker The solution to the possible mismatches between
question and answer form lies in the ability to robustly msabothquestions and can-
didate answer texts in such a way that a measure of similbetyween the question
and putative answers can be performed. As we'll see, thisgsinvolves many of the
techniques that we have introduced in earlier chaptersding limited forms of mor-
phological analysis, part-of-speech tagging, syntacisipg, semantic role labelling,
named-entity recognition, and information retrieval.

Because it is impractical to employ these relatively expensLP techniques like
parsing or role labeling on vast amounts of textual datastijpe answering systems
generally use information retrieval methods to first reia smallish number of po-
tential documents. The most expensive techniques thenimsesecond pass on these
smaller numbers of candidate relevant texts.

Fig. 23.8 shows the three phases of a modern factoid questi®wering system:
question processing, passage retrieval and ranking, avaeaiprocessing.

23.2.1 Question Processing

The goal of the question processing phase is to extract timggtirom the question: a
keywordquery suitable as input to an IR system andarswer type a specification
of the kind of entity that would constitute a reasonable ardw the question.
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Figure 23.8 The 3 stages of a generic question answering system: qungstieessing, passage retrieval, and

answer processing..

Query Formulation

The process ofjuery formulation is very similar to the processing done on other IR
queries. Our goal is to create from the question a list of legs that forms an IR
query.

Exactly what query to form depends on the question answepmlication. |If
question answering is applied to the Web, we might simplhatere keyword from
every word in the question, letting the web search engineraatically remove any
stopwords. Often we leave out the question wosthg¢re when etc). Alternatively,
keywords can be formed from only the terms found in the nouagés in the ques-
tion, applying stopword lists to ignore function words amghhfrequency, low-content
verbs.

When question answering is applied to smaller sets of dootsnér example to
answer questions about corporate information pages, ivesstian IR engine to search
our documents for us. But for this smaller set of documentgevesrally need to apply
query expansion. On the Web the answer to a question migksapmany different
forms, and so if we search with words from the question wedhably find an answer
written in the same form. In smaller sets of corporate paggsontrast, an answer
might appear only once, and the exact wording might look ingtlike the question.
Thus query expansion methods can add query terms hoping tichritee particular
form of the answer as it appears.

Thus we might add to the query all morphological variantdheft¢ontent words in
the question, as well as applying the thesaurus-based er qgtlery expansion algo-
rithms discussed in the previous section to get a largerfdetyavords for the query.
Many systems use WordNet as a thesaurus, while others redpexial-purpose the-
sauruses that are specifically hand-built for questionwarisag.

Another query formulation approach that is sometimes udeehvguestioning the
Web is to apply a set afuery reformulation rules to the query. The rules rephrase the
question to make it look like a substring of possible dectta@answers. For example
the questioriwhen was the laser inventedAvould be reformulated abe laser was

QUERY
REFORMULATION
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(23.19)
(23.20)

ANSWER TYPE

QUESTION
CLASSIFICATION
ANSWER TYPE
RECOGNITION

ANSWER TYPE
TAXONOMY
QUESTION
ONTOLOGY

(23.21)

invented the questiorfwhere is the Valley of the Kings?’might be reformulated as
“the Valley of the Kings is located in"We can apply multiple such rules to the query,
and pass all the resulting reformulated queries to the waltBengine. Here are some
sample hand-written reformulation rules from Lin (2007):

wh-worddid A verbB — ... A verbted B
Where is A— Alis located in

Question Classification

The second task in question processing is to classify thetiqueby its expectedn-
swer type For example a question lik&Vho founded Virgin Airlines”expects an
answer of typePERSON A question like"What Canadian city has the largest popu-
lation?” expects an answer of typaTy. This task is calledjuestion classification
or answer type recognition If we know the answer type for a question, we can avoid
looking at every sentence or noun phrase in the entire stid@@ments for the an-
swer, instead focusing on, e.g., just people or cities. Kngwan answer type is also
important for presenting the answer. DEFINITION question like"What is a prism”
might use a simple answer template litteprism is...” while an answer to & 0G-
RAPHY question like‘'Who is Zhou Enlai?” might use a biography-specific template,
perhaps beginning with the persons nationality and prdoged their dates of birth
and other biographical information.

As some of the above examples suggest, we might draw the pessible answer
types for a question classifier from a set of named entitiesiePERSON LOCATION,
andORGANIZATION described in Ch. 22. Usually, however, a somewhat richeofset
answer types is used. These richer tagsets are often higracand so we usually
call them ananswer type taxonomyor a question ontology Such taxonomies can
be built semi-automatically and dynamically, for exampteni WordNet (Harabagiu
et al., 2000; Pasca, 2003), or they can be designed by hand.

Fig. 23.9 shows one such hand-built ontology, the hieraethii and Roth (2005)
tagset. In this tagset, each question can be labeled witlige@rained tag likeu-
MAN, or a fine-grained tag like UMAN :DESCRIPTION HUMAN :GROUP, HUMAN :IND,
and so on. Similar tags are used in other systems; theHypBAN :DESCRIPTIONIS
often called a8IOGRAPHY question, because the answer requires giving a brief biog-
raphy of the person, rather than just a name.

Question classifiers can be built by hand-writing rules, sugervised machine
learning, or via some combination. The Webclopedia QA Tgpggl for example, con-
tains 276 hand-written rules associated with the approtéind 80 answer types in the
typology (Hovy et al., 2002). A regular expression rule fetetting an answer type
like BIOGRAPHY (which assumes the question has been named-entity tagdgl) m
be:

who {is | was| are| were} PERSON

Most modern question classifiers, however, are based omaspa machine learn-
ing techniques. These classifiers are trained on datab&gegstions that have been
hand-labeled with an answer type such as the corpus of Li artld 2002). Typical
features used for classification include the words in thestjoies, the part-of-speech
of each word, and named entities in the questions.
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Tag | Example |
ABBREVIATION
abb What's the abbreviation for limited partnership?
exp What does the “c” stand for in the equation E=mc2?
DESCRIPTION
definition What are tannins ?
description What are the words to the Canadian National anthem?
manner How can you get rust stains out of clothing?
reason What caused the Titanic to sink ?
ENTITY
animal What are the names of Odin’s ravens?
body What part of your body contains the corpus callosum ?
color What colors make up a rainbow ?
creative In what book can | find the story of Aladdin?
currency What currency is used in China?
disease/medicine What does Salk vaccine prevent ?
event What war involved the battle of Chapultepec?
food What kind of nuts are used in marzipan?
instrument What instrument does Max Roach play?
lang What'’s the official language of Algeria?
letter What letter appears on the cold-water tap in Spain?
other What is the name of King Arthur’s sword?
plant What are some fragrant white climbing roses?
product What is the fastest computer ?
religion What religion has the most members ?
sport What was the name of the ball game played by the Mayans?}
substance What fuel do airplanes use?
symbol What is the chemical symbol for nitrogen ?
technique What is the best way to remove wallpaper?
term How do you say “ Grandma ” in Irish ?
vehicle What was the name of Captain Bligh's ship ?
word What's the singular of dice?
HUMAN
description Who was Confucius?
group What are the major companies that are part of Dow Jones ?|
ind Who was the first Russian astronaut to do a spacewalk?
title What was Queen Victoria’s title regarding India?
LOCATION
city What's the oldest capital city in the Americas ?
country What country borders the most others?
mountain What is the highest peak in Africa?
other What river runs through Liverpool?
state What states do not have state income tax?
NUMERIC
code What is the telephone number for the University of Coloradq?
count About how many soldiers died in World War 11?
date What is the date of Boxing Day?
distance How long was Mao’s 1930s Long March?
money How much did a McDonald’s hamburger cost in 1963?
order Where does Shanghai rank among world cities in population?
other What is the population of Mexico?
period What was the average life expectancy during the Stone Age?
percent
speed What is the speed of the Mississippi River?
temp How fast must a spacecratft travel to escape Earth’s gravity?
size What is the size of Argentina?
weight How many pounds are there in a stone?
Figure 23.9  Question typology from Li and Roth (2002, 2005). Exampletseces are
from their corpus of 5500 labeled questions. A question edalbeled either with a coarser
grained tag likeHUMAN or NUMERIC, or a fine-grained tag likel UMAN:DESCRIPTION
HUMAN :GROUP, HUMAN :IND, and so on.
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(23.22)
(23.23)

PASSAGE RETRIEVAL

Often a single word in the question gives extra informatibawt the answer type,
and its identity is used as a feature. This word is sometiraisccthe questiohead-
word or theanswer type word and may be defined as the headword of the first NP
after the question’svh-word headwords are indicated in boldface in the following
examples:

Which city in China has the largest number of foreign financial comganie
What is the statéower of California?

Finally, it often helps to use semantic information aboetwlords in the questions.
The WordNet synset id of the word can be used as a feature,rathedds of the
hypernym and hyponyms of each word in the question.

In general question classification accuracies are relgtivigh on easy question
types likePERSON LOCATION, andTIME questions; detectingEASONandDESCRIP
TION questions can be much harder.

23.2.2 Passage Retrieval

The query that was created in the question processing pbasext used to query
an information retrieval system, either a general IR engwer a proprietary set of
indexed documents or a web search engine. The result ofdbisndent retrieval stage
is a set of documents.

Although the set of documents is generally ranked by relezathe top-ranked
document is probably not the answer to the question. Thigisilise documents are
not an appropriate unit to rank with respect to the goals afestion answering system.
A highly relevant and large document that does not promipemswer a question is
not an ideal candidate for further processing.

Therefore, the next stage is to extract a set of potential@anpassages from the
retrieved set of documents. The definition of a passage &ssacily system dependent,
but the typical units include sections, paragraphs anaesers. For example, we might
run a paragraph segmentation algorithm of the type disduss€h. 21 on all the
returned documents and treat each paragraph as a segment.

We next perfornpassage retrieval In this stage we first filter out passages in the
returned documents that don’t contain potential answeustlgen rank the rest accord-
ing to how likely they are to contain an answer to the questibime first step in this
process is to run a named entity or answer-type classifitatithe retrieved passages.
The answer type that we determined from the question telihegossible answer
types (extended named entities) we expect to see in the andlsean therefore filter
out documents that don’t contain any entities of the rigpety

The remaining passages are then ranked; either via haftdetrales or supervised
training with machine learning techniques. In either cdlse,ranking is based on a
relatively small set of features that can be easily and aficierftly extracted from a
potentially large number of answer passages. Among the cmomenon features are:

e The number ohamed entitiesof the right type in the passage
e The number ofjuestion keywordsin the passage
e The longest exact sequence of question keywords that oertite passage
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e The rank of the document from which the passage was extracted

e Theproximity of the keywords from the original query to each other:
For each passage identify the shortest span that covergjfweokds contained
in that passage. Prefer smaller spans that include moredtegviPasca, 2003;
Monz, 2004).

e TheN-gram overlap between the passage and the question:
Count theN-grams in the question and tid-grams in the answer passages.
Prefer the passages with highérgram overlap with the question (Brill et al.,
2002).

For question answering from the Web, instead of extractagsages from all the
returned documents, we can rely on the web search to do assagction for us. We
do this by usingsnippetsproduced by the web search engine as the returned passages.
For example, Fig. 23.10 shows some snippets for the first tirdeat returned from
the Google search engine for the qu&/ien was movable type metal printing invented
in Korea?

23.2.3 Answer Processing

The final stage of question answering is to extract a speciwar from the passage,
so as to be able to present the user with an answeBliKemillion to the question
“What is the current population of the United States”

Two classes of algorithms have been applied to the answeaotixin task, one
based oranswer-type pattern extractionand one based dd-gram tiling .

Inthepattern extraction methods for answer processing, we use information about
the expected answer type together with regular expressitiarps. For example, for
questions with @UMAN answer type we run the answer type or named entity tagger on
the candidate passage or sentence, and return whatevgrietdbeled with typedu-
MAN. Thus in the following examples, the underlined namediestére extracted from
the candidate answer passages as the answert@ieN andDISTANCE-QUANTITY
questions:

“Who is the prime minister of India”
Manmohan SinghPrime Minister of India, had told left leaders that the
deal would not be renegotiated.

“How tall is Mt. Everest?
The official height of Mount Everest is 29035 feet

Unfortunately, the answers to some questions, SUCIEEBNITION questions, don't
tend to be of a particular named entity type. For some questiben, instead of using
answer types, we use handwritten regular expression pati@help extract the answer.
These patterns are also useful in cases where a passagesomtéiple examples of
the same named entity type. Fig. 23.11 shows some pattemsfasca (2003) for the
question phrase (QP) and answer phrase (AP) of definitiostiqunes.

The patterns are specific to each question type, and cam bithsritten by hand
or learned automatically.

The automatic pattern learning method of Ravichandran awy k2002), Echihabi
et al. (2005), for example, makes use of the pattern-baséubaefor relation extrac-
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Go ngle Iwhen was movable type metal printing invented in ko  Search |

Web Results 1 -

Movable type - Wikipedia, the free encyclopedia

Metal movable type was first invented in Korea during the Goryeo Dynasty .... oldest extant
movable metal print bock is the Jikji, printed in Korea in 1377. ...
en.wikipedia.org/wiki/Movable type - 78k - Cached - Similar pages - Note this

Hua Sui - Wikipedia, the free encyclopedia

Hua Sui is best known for creating China's first metal movable type printing in 1490 AD.
Metal movable type printing was also invented in Korea during the ...
en.wikipedia.org/wiki/Hua_Sui - 40k - Cached - Similar pages - Note this

[ More results from en.wikipedia.org ]

Education and Literacy

Korea has a long and venerable tradition of printing and publishing. In particular it can boast
the world's first serious use of movable metal type in ...

mmtaylor.net/Literacy Book/DOCS/16.html - 8k - Cached - Similar pages - Note this

Earliest Printed Books in Select Languages. Part 1: 800-1500 A.D. ...

This is the oldest extant example of movable metal type printing. Metal type was used in
Korea as early as 1234; in 1403 King Htai Tjong ordered the first ...
blogs.britannica.com/blog/main/2007/03/
earliest-printed-books-in-selected-languages-part-1-800-1500-ad/ - 47k -

Cached - Similar pages - Mote this

Johannes Gutenberg: The Invention of Movable Type

... printing from movable metal type was developed in Korea using Chinese characters an
entire generation before Gutenberg is thought to have invented it. ...
www.juliantrubin.com/bigten/gutenbergmowvable.html - 25k -

Cached - Similar pages - Mote this

Figure 23.10 Five snippets from Google in response to the quattyen was movable
type metal printing invented in Korea?

Pattern Question Answer

<AP> such as<QP>| Whatis autism? | ", developmental disordeich as autism”

<QP> (an<AP>) What is a calderal? "the Long Valley caldera, a volcanic craté®
miles long”

Figure 23.11 Some answer extraction patterns for definition questioasd®, 2003).

tion we introduced in Ch. 20 and Ch. 22 (Brin, 1998; Agichteind Gravano, 2000).
The goal of the pattern learning method is to learn a reldtetween a particular an-
swer type such asEAR-OF-BIRTH, and a particular aspect of the question, in this case
the name of the person whose birth year we want. We are thing tiy learn patterns
which are good cues for a relation between two phraBER§ONNAME/YEAR-OF-
BIRTH, Or TERM-TO-BE-DEFINED/DEFINITION, etc). This task is thus very similar to
the task of learning hyponym/hyponym relations betweendNet synsets introduced

in Ch. 20, or learning ACE relations between words from Ch.12&re is a sketch of
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the algorithm as applied to question-answer relation etitra:

1. For a given relation between two terms (i.e. person-nayear-of-birth), we
start with a hand-built list of correct pairs (e.g., “gandB869”, “mozart:1756",
etc).

2. Now query the Web with instances of these pairs (e.g.,dgémand "1869", etc)
and examine the top X returned documents.

3. Break each document into sentences, and keep only sesteantaining both
terms (e.g.PERSONNAME andBIRTH-YEAR).

4. Extract a regular expression pattern representing tlidsaand punctuation that
occur between and around the two terms.

5. Keep all patterns that are sufficiently high-precision.

In Ch. 20 and Ch. 22 we discussed various ways to measureaagcof the pat-
terns. A method used in question-answer pattern matchiodisep patterns which are
high-precision. Precision is measured by performing a query with only thestjon
terms, but not the answer terms (i.e. query with just “gahdhi'mozart”). We then
run the resulting patterns on the sentences from the dodyarehextract a birth-date.
Since we know the correct birth-date, we can compute theepéage of times this
pattern produced a correct birthdate. This percentage ipricision of the pattern.

For theYEAR-OF-BIRTH answer type, this method learns patterns like the follow-
ing:
<NAME> ( <BD>- <DD>)
<NAME> ( <BD>- <DD>) ,
<NAME> was born on <BD>

These two methods, named entity detection and questiomesinsattern extrac-
tion, are still not sufficient for answer extraction. Not greelation is signaled by
unambiguous surrounding words or punctuation, and oftetlipfaiinstances of the
same named-entity type occur in the answer passages. Thesuwogssful answer-
extraction method is thus to combine all these methodsgubkem together with other
information as features in a classifier that ranks candidassvers. We extract poten-
tial answers using named entities or patterns or even jagirg at every sentence
returned from passage retrieval, and rank them using aifidassith features like the
following:

Answer type match: True if the candidate answer contains a phrase with theorre
answer type.
Pattern match: The identity of a pattern that matches the candidate answer.

Number of matched question keywords:How many question keywords are con-
tained in the candidate answer.

Keyword distance: The distance between the candidate answer and query keyword
(measured in average number of words, or as the number ofdtegwthat occur
in the same syntactic phrase as the candidate answer.

Novelty factor: True if at least one word in the candidate answer is novelnog¢in
the query.
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Apposition features: True if the candidate answer is an appositive to a phrase con-
taining many question terms. Can be approximated by the ruwfbquestion
terms separated from the candidate answer through at mestwords and one
comma Pasca (2003).

Punctuation location: True if the candidate answer is immediately followed by a
comma, period, quotation marks, semicolon, or exclamatiark.

Sequences of question termsThe length of the longest sequence of question terms
that occurs in the candidate answer.

An alternative approach to answer extraction, used satekeb search, is based on
N-GRAM TILING N-gram tiling , sometimes called thedundancy-based approachBrill et al., 2002;
Lin, 2007). This simplified method begins with the snippettirned from the web
search engine, produced by a reformulated query. In thestiegt of the method\I-
Neravminng  gram mining, every unigram, bigram, and trigram occurring in the snifgextracted
and weighted. The weight is a function of the number of snipgeeN-gram occurred
in, and the weight of the query reformulation pattern thatmeed it. In theN-gram
Neramrirerng  filtering step,N-grams are scored by how well they match the predicted anisyper
These scores are computed by hand-written filters builtdehenswer type. Finally,
an N-gram tiling algorithm concatenates overlappiNggram fragments into longer
answers. A standard greedy method is to start with the higgoesing candidate and
try to tile each other candidate with this candidate. The besring concatenation is
added to the set of candidates, the lower scoring candisla¢erioved, and the process
continues until a single answer is built.

For any of these answer extraction methods, the exact arswase can just be
presented to the user by itself. In practice, however, umersarely satisfied with an
unadorned number or noun as an answer; they prefer to seashe@accompanied
by enough passage information to substantiate the answas We often give the user
an entire passage with the exact answer inside it highlibbitdooldfaced.

23.2.4 Evaluation of Factoid Answers

A wide variety of techniques have been employed to evalua¢stipn answering sys-
tems. By far the most influential evaluation framework hasrbygrovided by the TREC
Q/A track first introduced in 1999.
The primary measure used in TREC isiatrinsic or in vitro evaluation metric
MEANRECIPROGA.  known asmean reciprocal rank, or MRR. As with the ad hoc information retrieval
wrr  task describedin Sec. 23.1, MRR assumes a test set of questat have been human-
labeled with correct answers. MRR also assumes that sysiesneturning a short
ranked list of answers, or passages containing answers. Eachiguésthen scored
based on the reciprocal of thenk of the first correct answer. For example if the sys-
tem returned 5 answers but the first 3 are wrong and hencedhedtiranked correct
answer is ranked 4, the reciprocal rank score for that questbuld bezll. Questions
with return sets that that do not contain any correct ansaerassigned a zero. The
score of a system is then the average of the score for eactiauiesthe set. More for-
mally, for an evaluation of a system returniligranked answers for test set consisting
of N questions, the MRR is defined as:
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(23.24)

N 1
2i=1 rank;

MRR =
N

23.3 SUMMARIZATION

TEXT
SUMMARIZATION

SINGLE DOCUMENT
SUMMARIZATION

MULTIPLE
DOCUMENT
SUMMARIZATION

GENERIC SUMMARY

QUERY-FOCUSED
SUMMARIZATION

FOCUSED
SUMMARIZATION

The algorithms we have described so far in this chapter ptéise user an entire doc-
ument (information retrieval), or a short factoid answergsle (factoid question an-
swering). But sometimes the user wants something thatibstween these extremes:
something like aummary of a document or set of documents.

Text summarization is the process of distilling the most important information
from a text to produce an abridged version for a particulaskaand useldefinition
adapted from Mani and Maybury (1999)). Important kinds ahsuaries that are the
focus of current research include:

e outlinesof any document
abstractsof a scientific article
headlinesof a news article
snippetssummarizing a web page on a search engine results page
action items or other summariesof a (spoken) business meeting
summariesof email threads
compressed sentencdsr producing simplified or compressed text

e answersto complex questions, constructed by summarizing multipleuments

These kinds of summarization goals are often charactehbgyettieir position on
two dimensions:

e single documentversusmultiple document summarization

e genericsummarization versuguery-focusedsummarization

In single document summarizationwe are given a single document and produce
a summary. Single document summarization is thus useduatgins like producing
a headline or an outline, where the final goal is to charamdhe content of a single
document.

In multiple document summarization, the input is a group of documents, and our
goal is to produce a condensation of the content of the egtowap. We might use
multiple document summarization when we are summarizingri@s of news stories
on the same event, or whenever we have web content on the spio¢htat we'd like
to synthesize and condense.

A generic summary is one in which we don’t consider a particular user or a
particular information need; the summary simply gives th@adrtant information in
the document(s). By contrast, query-focused summarization also calledocused
summarization, topic-based summarizationanduser-focused summarizationthe
summary is produced in response to a user query. We can thipleoy-focused sum-
marization as a kind of longer, non-factoid answer to a usestion.

In the remainder of this section we give a brief overview & "rchitecture of
automatic text summarization systems; the following sectithen give details.
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One crucial architectural dimension for text summarizenghether they are pro-
exrract  ducing anabstract or anextract. The simplest kind of summary, axtract, is formed

by selecting éxtracting) phrases or sentences from the document to be summarized
asstRACT  and pasting them together. By contrast,adnstract uses different words to describe

the contents of the document. We'll illustrate the diffevefbetween an extract and an

abstract using the well-known Gettysburg address, a farspesch by Abraham Lin-

coln, shown in Fig. 23.12.Fig. 23.13 shows an extractive summary from the speech

followed by an abstract of the speech.

Fourscore and seven years ago our fathers brought forthisrcahtinent a new
nation, conceived in liberty, and dedicated to the propmsthat all men are created
equal. Now we are engaged in a great civil war, testing wiethegt nation, o
any nation so conceived and so dedicated, can long endurerd\feet on a great
battle- field of that war. We have come to dedicate a portiothaf field as a final
resting-place for those who here gave their lives that thison might live. It is
altogether fitting and proper that we should do this. But, lerger sense, we cannot
dedicate...we cannot consecrate...we cannot hallovis.gtbund. The brave men
living and dead, who struggled here, have consecrated élfave our poor pows
to add or detract. The world will little note nor long remembéat we say here,
but it can never forget what they did here. It is for us, thénti rather, to be
dedicated here to the unfinished work which they who foughg have thus far sp
nobly advanced. It is rather for us to be here dedicated tgtéat task remaining
before us...that from these honored dead we take increasetiah to that cause for
which they gave the last full measure of devotion; that wesheghly resolve that
these dead shall not have died in vain; that this nation, uGdd, shall have a neyw
birth of freedom; and that government of the people, by thepfee for the people,
shall not perish from the earth.

-

Figure 23.12 The Gettysburg Address. Abraham Lincoln, 1863.

Most current text summarizers are extractive, since etitna¢s much easier than
abstracting; the transition to more sophisticated abStesummarization is a key goal
of recent research.

Text summarization systems and, as it turns oatyral language generationsys-
tems as well, are generally described by their solutionsdddllowing three problems:

1. Content Selection: What information to select from the document(s) we are
summarizing. We usually make the simplifying assumptiat the granularity
of extraction is the sentence or clause. Content seledtionrainly consists of
choosing which sentences or clauses to extract into the suynm

2. Information Ordering: How to order and structure the extracted units.

3. Sentence RealizationWhat kind of clean up to perform on the extracted units
so they are fluent in their new context.

1 In general one probably wouldn’t need a summary of such & speech, but a short text makes it easier
to see how the extract maps to the original for pedagogicgdgaes. For an amusing alternative application
of modern technology to the Gettysburg Address, see No209¥%).
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Extract from the Gettysburg Address:

Four score and seven years ago our fathers brought forththmooontinent a new
nation, conceived in liberty, and dedicated to the propmsthat all men are created
equal. Now we are engaged in a great civil war, testing wihékizt nation can long
endure. We are met on a great battlefield of that war. We haved¢o dedicate
portion of that field. But the brave men, living and dead, witaggled here, havi
consecrated it far above our poor power to add or detractnFnese honored dead
we take increased devotion to that cause for which they davédast full measur
of devotion — that government of the people, by the peopléferpeople shall ng
perish from the earth.

® W

~ (D

Abstract of the Gettysburg Address:

This speech by Abraham Lincoln commemorates soldiers widatawn their lives
in the Battle of Gettysburg. It reminds the troops that ithis future of freedom in
America that they are fighting for.

Figure 23.13  An extract versus an abstract from the Gettysburg Addrdssrgct from
Mani (2001)).

In the next sections we'll show these components in threarsanization taskssin-
gle documentsummarizationmultiple document summarization, anduery-focused
summarization.

23.3.1 Summarizing Single Documents

Let’s first consider the task of building an extractive sumyrfar a single document.
Assuming that the units being extracted are at the level@séntence, the three sum-
marization stages for this task are:

1.
2.

3.

Content Selection:Choose sentences to extract from the document

Information Ordering: Choose an order to place these sentences in the sum-
mary

Sentence Realization:Clean up the sentences, for example by removing non-
essential phrases from each sentence, or fusing multiptersees into a single
sentence, or by fixing problems in coherence.

Document | _

Sentence
Segmentation

from documents sentences
o5 oo Sentence Summary
> o 0% © 0 2% © *. | Realization | 7| ®°®®*®

00 Sentence | __ 00 O -1_.| Information |. “a
o " L) > ;
s © Extraction e0¢0 ¢ Ordering Sentence
Simplification

All sentences Extracted

Content Selection

Figure 23.14 The basic architecture of a generic single document suraerari

We'll first describe basic summarization techniques wittyame of these compo-
nents: content selectionindeed, many single document summarizers have no infor-
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(23.26)

mation ordering component, simply ordering the extracedences in the order they
appeared in the original document. In addition, we’ll assdor now that sentences
are not combined or cleaned up after they are extracteayajthwe’ll briefly mention
later how this is done.

Unsupervised Content Selection

The content selectiontask of extracting sentences is often treated as a clasgifica
task. The goal of the classifier is to label each sentence wcardent with a binary
label: importantversusunimportant(or extract-worthyversusnot extractworthy. We
begin with some unsupervised algorithms for sentenceifitzd®n and then turn to
supervised algorithms in the next section.

The simplest unsupervised algorithm, based on an intuitiahdates back to the
early summarizer of (Luhn, 1958), is to select sentencesithege moresalient or
informative words. Sentences that contain more informative words terisetmore
extract-worthy. Saliency is usually defined by computing tibpic signature, a set
of salient or signature terms each of whose saliency scores is greater than some
thresholdb.

Saliency could be measured in terms of simple word frequémayfrequency has
the problem that a word might have a high probability in Estyin general but not be
particularly topical to a particular document. Thereforgghting schemes likd-idf
or log-likelihood ratio are more often used.

Recall from page 8 that the tf-idf scheme gives a high weightadrds that appear
frequently in the current document, but rarely in the odatatument collection, sug-
gesting that the word is particularly relevant to this doeam For each term that
occurs in the sentence to be evaluated, we compute its aothe current documerjt
tfi j, and multiply by the inverse document frequency over theleshollection idf:

weightwi) = tfi,j x idfj

A better performing method for finding informative worddag likelihood ratio
(LLR). The log likelihood ratio for a word, generally callddw), is the ratio between
the probability of observing both in the input and in the background corpus assuming
equal probabilities in both corpora, and the probabilitgle$ervingvin both assuming
different probabilities fow in the input and the background corpus. See Dunning
(1993), Moore (2004)and Manning and Schutze (1999) foaittebn log likelihood
and how it is calculated.

Itturns out for log likelihood ratio that the quantity2 log(A) is asymptotically well
approximated by thg? distribution, which means that a word appears in the inst si
nificantly more often than in the background corpusx(at0.001) if —2log(A) > 10.8.

Lin and Hovy (2000) first suggested that this made log likaaith ratio particularly ap-
propriate for selecting a topic signature for summarizatithus the word weight with
log likelihood ratio is generally defined as follows:

o (1 if —2log(A\(w)) > 10
weight(w;) = { 0 otherwise.
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Equation (23.26) is used to set a weight of 1 or O for each worithé sentence.
The score for a sentenegis then the average weight of its non-stop words:

. weight{w)
(23.27) weights) = § —— =0
9MMS) = 2 Tiwwe syl

The summarization algorithms computes this weight for ygentence, and then
ranks all sentences by their score. The extracted summasists of the top ranked
sentences.

The family of algorithms that this thresholded LLR algonitibelongs to is called
centroid-based summarizationbecause we can view the set of signature terms as a
pseudo-sentence which is the ‘centroid’ of all the sentemeehe document and we
are looking for sentences which are as close as possibléstoghtroid sentence.

A common alternative to the log likelihood ratio/centroietimod is to use a dif-

centraury  ferent model of sentenamentrality. These other centrality based methods resemble

the centroid method described above, in that their goal isé the input sentences

in terms of how central they are in representing the inforomapresent in the docu-
ment. But rather than just ranking sentences by whether¢batain salient words,
centrality based methods compute distances between eaditlate sentence and each
other sentence and choose sentences that are on averageelother sentences. To
compute centrality, we can represent each sentence asa-wagds vector of length

N as described in Ch. 20. For each pair of sentemcasdy, we compute the tf-idf
weighted cosine as described in Equation (23.12) above.

Each of thek sentences in the input is then assigned a centrality scoiawaits
average cosine with all other sentences:

(23.28) centrality(x) = z tf-idf-cosinéx, y)
v

Xl

Sentences are ranked by this centrality score, and theawenténich has the highest
average cosine across all pairs, i.e. is most like otheesenrs, is chosen as the most
‘representative’ or ‘topical’ of all the sentences in thpuh

Itis also possible to extend this centrality score to useentomplex graph-based
measures of centrality like PageRank (Erkan and Radev,)2004

Unsupervised Summarization based on Rhetorical Parsing

The sentence extraction algorithm we introduced above datent extraction relied
solely on a single shallow feature, word saliency, ignogogsible higher-level cues
such as discourse information. In this section we brieflymamize a way to get more
sophisticated discourse knowledge into the summarizéaisin

The summarization algorithm we’ll describe makes usedalierence relations
such as the RST (rhetorical structure theory) relationeritesd in Ch. 21. Recall
that RST relations are often expressed in terms sdtellite and anucleus nucleus
sentence are more likely to be appropriate for a summaryefample, consider the
following two paragraphs taken from the Scientific Americaagazine text that we
introduced in Fig??:
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(23.29)

With its distant orbit — 50 percent farther from the sun thamtk — and
slim atmospheric blanket, Mars experiences frigid weatbaditions. Sur-
face temperatures typically average about -70 degree®fadit at the
equator, and can dip to -123 degrees C near the poles.

Only the midday sun at tropical latitudes is warm enough stice
on occasion, but any liquid water formed in this way wouldpvate al-
most instantly because of the low atmospheric pressur@oAgh the at-
mosphere holds a small amount of water, and water-ice clsomi&times
develop, most Martian weather involves blowing dust or oartiioxide.

The first two discourse units in this passage are relateddbRBITIUSTIFICATION
relation, with the first discourse unit justifying the sedamit, as shown in Fig. 23.15.
The second unit‘Mars experiences frigid weather conditionsfs thus the nucleus,
and captures better what this part of the document is about.

JUSTIFICATION

S

With its distant orbit - 50 percent farther from Mars experiences frigid weather conditions
the sun than Earth - and slim atmospheric blanket,

Figure 23.15 The justification relation between two discourse units,talk@ (on the
left) and a nucleus (on the right).

We can use this intuition for summarization by first applyandiscourse parser of
the type discussed in Ch. 21 to compute the coherence meddigtween each discourse
unit. Once a sentence has been parsed into a coherencenrgedph or parse tree,
we can use the intuition that the nuclear units are imporffmnsummarization by
recursively extracting the salient units of a text.

Consider the coherence parse tree in Fig. 23.16. The sal@neach node in the
tree can be defined recursively as follows:

e Base case: The salient unit of a leaf node is the leaf nodé itse

e Recursive case: The salient units of an intermediate nogléharunion of the
salient units of its immediateuclearchildren

By this definition, discourse unit (2) is the most salienttwhithe entire text (since
the root node spanning units 1-8 has the node spanning ugitaslits nucleus, and
unit 2 is the nucleus of the node spanning units 1-6.)

If we rank each discourse unit by the height of the nodes thatthe nucleus of,
we can assign a partial ordering of salience to units; therdlgn of Marcu (1995)
assigns the following partial ordering to this discourse:

2>8>3>1,457>6

See Marcu (1995, 2000) for the details of exactly how thidiglaorder is computed,
and Teufel and Moens (2002) for another method for usingriet structure in sum-
marization.
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+ With its distant orbit :
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formed in this way would
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Figure 23.16  The discourse tree for the text on page 29. Boldface linkeecihnodes to their nuclei childre
dotted lines to the satellite children. After Marcu (1995).

Supervised Content Selection

While the use of topic signatures for unsupervised conteleiction is an extremely
effective method, topic signatures is only a single cue fadifig extractworthy sen-
tences. Many other cues exist, including the alternatiiersey methods discussed
above like centrality and PageRank mathods, as well as otlesr like the position of
the sentence in the document (sentences at the very begionend of the document
tend to be more important), the length of each sentence,aod.s/Ne'd like a method
that can weigh and combine all of these cues.

The best principled method for weighing and combining ewaieis supervised
machine learning. For supervised machine learning, we#icha training set of doc-
uments paired with human-created summary extracts, sutieaZgiff-Davis corpus
(Marcu, 1999). Since these aegtracts each sentence in the summary is, by defini-
tion, taken from the document. That means we can assign bttabeery sentence in
the document] if it appears in the extrac if it doesn’t. To build our classifier, then,
we just need to choose features to extract which are preeictibeing a good sentence
to appear in a summary. Some of the features commonly usediersce classification
are shown in Fig. 23.17.

Each sentence in our training document thus has a labelli@ ge&ntence is not in
the training summary for that document, 1 if it is) and setxdfacted feature values
like those in Fig. 23.17. We can then train our classifier tinette these labels for
unseen data; for example a probabilistic classifier likee&ayes or MaxEnt would
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position

The position of the sentence in the document. For exampleyHmd
Lin (1999) found that the single most extract-worthy seogernn most
newspaper articles is the title sentence. In the Ziff-Das@spus they
examined, the next most informative was the first sentenc@asfgrapli
2 (P1S1), followed by the first sentence of paragraph 3 (P3$hjis
the list of ordinal sentence positions starting from the tmiogormative

was: T1, P2S1, P3S1, P4S1, P1S1, P2S2,...

Position, like almost all summarization features, is higgvi
genre-dependent. In Wall Street Journal articles, they ndou
the most important information appeared in the following n-se
tences: T1, P1S1, P1S2,...

cue phrases

Sentences containing phrases likesummaryin conclusion or this paperare
more likely to be extract-worthy. These cue phrases are depgndent on th
genre. For example in British House of Lords legal summatles phraset
seems to me thag a useful cue phrase. (Hachey and Grover, 2005).

D

Yx?or?mativeness Sent.ences thfa\t contain more terms fromtth@c signature, as described in the
previous section, are more extractworthy.

sentence Very short sentences are rarely appropriate for extractilg usually capture

length this fact by using a binary feature based on a cutoff (truééf $entence has
more than, say, 5 words).

cohesion Recall from Ch. 21 that &exical chainis a series of related words that occurs

throughout a discourse. Sentences which contain more tBomsa lexical
chain are often extractworthy because they are indicafiageocontinuing topic
(Barzilay and Elhadad, 1997). This kind of cohesion can &lsaomputed
by graph-based methods (Mani and Bloedorn, 1999). The RadeRraph-
based measures of sentence centrality discussed abovesodreasiewed as p
coherence metric (Erkan and Radev, 2004).

Figure 23.17 Some features commonly used in supervised classifiers terrdming whether a document
sentence should be extracted into a summary;

(23.30)

be computing the probability that a particular senteseextractworthy given a set
of featuresf;... f; then we can just extract any sentences for which this pribtyalb
greater than 0.5:

P(extractworthys)|f1, f2, fs, ..., fn)

There is one problem with the algorithm as we've describeil iequires that we
have a training summary for each document which consistdysof extracted sen-
tences. If we could weaken this restriction, we could appdy algorithm to a much
wider variety of summary-document pairs, such as confer@apers or journal arti-
cles and their abstracts. Luckily it turns out that when haosnarite summaries, even
with the goal of writing abstractive summaries, they verienfuse phrases and sen-
tences from the document to compose the summary. But theyukaonly extracted
sentences; they often combine two sentences into one, ngetsmme of the words in
the sentences, or write completely new abstractive seasettere is an example of an
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(23.32)
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(23.34)

extracted sentence from a human summary that, althougHiewbdi the final human
summary, was clearly a document sentence that should bledbse extractworthy:

Human summary: This paper identifies the desirable features of an idealiseumsor
gas monitor and lists the different models currently aldda

Original document sentence The present part lists the desirable features and the
different models of portable, multisensor gas monitorsemnity available.

Thus an important preliminary stage is atign each training document with its
summary, with the goal of finding which sentences in the denirwere (completely
or mostly) included in the summary. A simple algorithm &dignment is to find the
source document and abstract sentences with the longesh@orsubsequences of
non-stopwords; alternatively minimum edit distance candraputed, or more sophis-
ticated knowledge sources can be used, such as WordNetmtReae has focused on
more complex alignment algorithms such as the use of HMMg(H002; Daumeé Il
and Marcu, 2005, inter alia).

Given such alignment algorithms, supervised methods foterd selection can
make use of parallel corpora of documents and human abg&acimmaries, such as
academic papers with their abstracts (Teufel and Moens)200

Sentence Simplification

Once a set of sentences has been extracted and orderedatstsfinin single-document
summarization isentence realization One component of sentence realizatiosgs-
tence compressiomr sentence simplification The following examples, taken by Jing
(2000) from a human summary, show that the human summaliweecto eliminate
some of the adjective modifiers and subordinate clauses exmessing the extracted
sentence in the summary:

Original sentence:\Whenit-arivessomdime-newyearin-new\/-sets, the V-chip
will give parents anewandpetertially revolutionary device to block out programs

they don’t want their children to see.
Simplified sentence by humansThe V-chip will give parents a device to block out
programs they don’t want their children to see.

The simplest algorithms for sentence simplification usegtib select parts of the
sentence to prune or keep, often by running a parser or ppdiaer over the sen-
tences. Some representative rules from Zajic et al. (2@anyoy et al. (2006), and
Vanderwende et al. (2007a) remove the following:

appositives Rajam,28anartistwhowasliving-atthe timein-Philadephia,
found the inspiration in the back of city magazines.
attribution clauses  Rebels agreed to talks with government officialgemational

PPs without  The commercial fishing restrictions in Washington will n& b

named entities lifted [SBAR unless the salmon population 329 increasestf§PP
asugainablenunber]

initial adverbials “For example”, “On the other hand”, “As a matter of fact”, "At
this point”

More sophisticated models of sentence compression arel loassupervised ma-
chine learning, in which a parallel corpus of documents tiogiewith their human
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summaries is used to compute the probability that particutads or parse nodes will
be pruned. See the end of the chapter for pointers to thisgixterecent literature.

23.4 MULTI-DOCUMENT SUMMARIZATION

MULTI-DOCUMENT
SUMMARIZATION

When we apply summarization techniques to groups of doctsmather than a single
document we call the goatulti-document summarization. Multi-document summa-
rization is particularly appropriate for web-based apgins, for example for building
summaries of a particular event in the news by combiningrin&gion from different
news stories, or finding answers to complex questions bydiicy components from
extracted from multiple documents.

While multi-document summarization is far from a solvedigem, even the cur-
rent technology can be useful for information-finding taskicKeown et al. (2005),
for example, gave human experimental participants doctsriegether with a human
summary, an automatically generated summary, or no sumraadyhad the partic-
ipants perform time-restricted fact-gathering tasks. Pph#icipants had to answer
three related questions about an event in the news; subjbcigead the automatic
summaries gave higher-quality answers to the questions.

Multi-document summarization algorithms are based ondineesthree steps we've
seen before. In many cases we assume that we start with araidistocuments that
we’'d like to summarize, and we must then perfaromtent selectioninformation or-
dering, andsentence realizationas described in the next three sections and sketched
in Fig. 23.18

All sentences

o
. o D
. © 0 o, /
o > @ “1-a] Information ~a| Sentence |
Sentence |y 0 0 OO, Sentence KX Ordering Realization
Segmentation Simplification xdraction

PIUS Simplied
All sentences ersions
from documents

Summa

Content Selection

Figure 23.18 The basic architecture of a multi-document summarizer.

23.4.1 Content Selection in Multi-Document Summarization

In single document summarization we used both supervisgdmasupervised methods
for content selection. For multiple document summarizaopervised training sets
are less available, and we focus more on unsupervised mgethod

The major difference between the tasks of single documehtraritiple document
summarization is the greater amounteflundancy when we start with multiple doc-
uments. A group of documents can have significant overlapardsy phrases, and
concepts, in addition to information that might be unique&eh article. While we
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want each sentence in the summary to be about the topic, wevegmt the summary
to consist of a set of identical sentences.

For this reason, algorithms for multi-document summaiazafocus on ways to
avoid redundancy when selected sentences for the summéaen Adding a new sen-
tence to a list of extracted sentences we need some way to suagehe sentence
doesn’t overlap too much with the already-extracted semten

A simple method of avoiding redundancy is to explicitly imdé a redundancy fac-
tor in the scoring for choosing a sentence to extract. Therrédncy factor is based on
the similarity between a candidate sentence and the sesg¢at have already been
extracted into the summary; a sentence is penalized if@dsimilar to the summary.

MMR For example th&IMR or Maximal Marginal Relevance scoring system Carbonell
MAXIMALMARGIIAL - and Goldstein (1998), Goldstein et al. (2000) includes tfiewing penalization term
for representing the similarity between a sentesead the set of sentences already
extracted for the summaSummarywhereA is a weight that can be tuned and Sim is
some similarity function:

(23.35) MMR penalization factdis) = Amax;csummanSIimM(s,s)

An alternative to MMR-based method is to instead apply atehirgg algorithm to
all the sentences in the documents to be summarized to preduember of clusters of
related sentences and then to select a single (centroitBreznfrom each cluster into
the summary.

By adding MMR or clustering methods for avoiding redundamey can also do
sentence simplification or compression at the content sefestage rather than at the
sentence realization stage. A common way to fit simplificatido the architecture is
to run various sentence simplification rules (Sec. 23.319ach sentence in the input
corpus. The result will be multiple versions of the inputtesce, each version with
different amounts of simplification. For example, the faling sentence:

Former Democratic National Committee finance director RidtSullivan
faced more pointed questioning from Republicans duringsécond day
on the witness stand in the Senate’s fund-raising invetstiga

might produce different shortened versions:

e Richard Sullivan faced pointed questioning.

e Richard Sullivan faced pointed questioning from Repulnigca

¢ Richard Sullivan faced pointed questioning from Repulbigcduring day on stand in Sen-
ate fundraising investigation

e Richard Sullivan faced pointed questioning from Repuliican Senate fundraising in-
vestigation

This expanded corpus is now used as the input to contentoéirima Redundancy
methods such as clustering or MMR will choose only the (optiyniong) single ver-
sion of each original sentence.

23.4.2 Information Ordering in Multi-Document Summarization

The second stage of an extractive summarizer is the orderistgucturing of informa-
tion, where we must decide how to concatenate the extraetgdrsces into a coherent
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CHRONOLOGICAL
ORDERING

ENTITY GRID

order. Recall that in single document summarization, wejaanuse the original ar-
ticle ordering for these sentences. This isn’t appropifiatenost multiple document
applications, although we can certainly apply it if manylboéthe extracted sentences
happen to come from a single article.

For sentences extracted from news stories, one techniqoaise the dates asso-
ciated with the story, a strategy known @sonological ordering. It turns out that
pure chronological ordering can produce summaries whick ¢tmhesion; this prob-
lem can be addressed by ordering slightly larger chunksriésees rather than single
sentences; see Barzilay et al. (2002).

Perhaps the most important factor for information orderitagyvever, icoherence
Recall from Ch. 21 the various devices that contribute tcctiteerence of a discourse.
One is having sensible coherence relations between thersss; thus we could pre-
fer orderings in summaries that resulting in sensible cames relations between the
sentences. Another aspect of coherence has to do with colesi lexical chains; we
could for example prefer orderings which have more locaksan. A final aspect of
coherence is coreference; a coherence discourse is onédh aiitities are mentioned
in coherent patterns. We could prefer orderings with cafitezetity mention patterns.

All of these kinds of coherence have been used for informatiaering. For ex-
ample we can uskexical cohesioras an ordering heuristic by ordering each sentence
next to sentences containing similar words. This can donddfiying the standard
tf-idf cosine distance between each pair of sentences amalsaly the overall order-
ing that minimizes the average distance between neighipsentences Conroy et al.
(2006), or by building models of predictable word sequermsss sentences (Soricut
and Marcu, 2006).

Coreference-based coherence algorithms have also mad# the intuitions of
Centering. Recall that the Centering algorithm was based on the idstaethch dis-
course segment has a salient entity, fihmus Centering theory proposed that certain
syntactic realizations of the focus (i.e. as subject or cbjnd certain transitions be-
tween these realizations (e.g., if the same entity is thgestibf adjacent sentences)
created a more coherent discourse. Thus we can prefermgdéniwhich the transition
between entity mentions is a preferred one.

For example in the entity-based information approach ozBay and Lapata (2005,
2007), a training set of summaries is parsed and labeledfeference. The resulting
sequence of entity realizations can be automatically etdthand represented into an
entity grid. Fig. 23.19 shows a simplified version of a parsed summarytlaaex-
tracted grid. A probabilistic model of particular entitaisitions (i.e{S, O, X, —} can
then be trained from the entity grid. For example the tramsit{X,0,S S} for the
head wordMicrosoftexemplify the fact that new entities in a discourse are afté&no-
duced first in oblique or object position and then only lajgpear in subject position.
See Barzilay and Lapata (2007) for details.

A general way to view all of these methods is as assigning &reotte score to
a sequence of sentences via a local coherence score betaiegmipsequences of
sentences; a single general transition score betweemsesteould then combine lex-
ical coherence and entity-based coherence. Once we hakieassworing function,
choosing an ordering which optimizes all these local paendistances is known to
be quite difficult. The task of finding the optimal orderingaoéet of sentences given
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a set of pairwise distances between the sentences is egntivalvery hard problems
like Cyclic Ordering and the Traveling Salesman ProbfeBentence ordering is thus
equivalent to the difficult class of problems knownNB-complete While difficult
to solve exactly, there are a number of good approximatiothous for solving NP-
complete problems that have been applied to the informatidering task. See Althaus
et al. (2004), Knight (1999), Cohen et al. (1999), Brew (1)9@2 the relevant proofs
and approximation techniques.

1 [The Justice Department]g is conducting an [anti-trust triaI]O against [Microsoft Corp.]y

c

0 g %) Qo
2 [Microsoft] is accused of trying to forcefully buy into [markets]y where E § % ‘g 8 § § 9
®__ O [0} =
[its own products]g are not competitive enough to unseat [established brands] $EC é 5 § 2 % £0
OFES=am0zn
3 [The case]g resolves around [evidence]o of [Microsoft]g aggressively 18SOX=-=- = « « = =
pressuring [Netscape]y into merging [browser software]q 2 --0XS8SO0- - -
3--80--8060 -
4 [Microsoft]g claims [its tactics]S are commonplace and good economically. 4 0SS - - e - fo)

Figure 23.19 A summary (showing entities in subject (S), object (O) oiguet (X) position), and the entity
grid that is extracted from it. Adapted from Barzilay and btp(2005).

In the models described above, the information orderink imsompletely sepa-
rate from content extraction. An alternative approach ileémn the two tasks jointly,
resulting in a model that both selects sentences and ofuems tFor example in the
HMM model of Barzilay and Lee (2004), the hidden states apoad to document
content topics and the observations to sentences. For éxdormewspaper articles
on earthquakes, the hidden states (topics) migtgttength of earthquakéocation
rescue effortsandcasualties They apply clustering and HMM induction to induce
these hidden states and the transitions between them. &ompdg, here are three sen-
tences from théocationcluster they induce:

(23.36)  The Athens seismological institute said the temblor’s epier was located 380 kilometers (238
miles) south of the capital.

(23.37)  Seismologists in Pakistan’s Northwest Frontier Proviraid the temblor’s epicenter was about
250 kilometers (155 miles) north of the provincial capitasRawar.

(23.38)  The temblor was centered 60 kilometers (35 miles) northekttte provincial capital of

Kunming, about 2,200 kilometers (1,300 miles) southwe®eifing, a bureau seismologist
said.

The learned structure of the HMM then implicitly represerfbrmation ordering
facts likemention ‘casualties’ prior to ‘rescue effortgia the HMM transition proba-
bilities.

In summary, we've seen information ordering basedlmonological order, based
on coherence and an ordering that is learned automatically from the.datéhe next
section on query-focused summarization we’'ll introducealfinethod in which infor-
mation ordering can be specified according to an orderinglaeawhich is predefined
advance for different query types.

2 The Traveling Salesman Problem: given a set of cities angditavise distances between them, find the
shortest path that visits each city exactly once.
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(23.39)
(23.40)

SENTENCE FUSION

Sentence Realization

While discourse coherence can be factored in during seatertering, the resulting
sentences may still have coherence problems. For exansphes aaw in Ch. 21, when
a referent appears multiple times in a coreference chaindis@urse, the longer or
more descriptive noun phrases occur before shorter, redwcepronominal forms.
But the ordering we choose for the extracted sentences ntagspmect this coherence
preference.

For example the boldfaced names in the original summarygnZ3.20 appear in
an incoherent order; the full nami&S. President George W. Bustoccurs only after
the shortened forrBush has been introduced.

One possible way to address this problem in the sentenceagah stage is to
apply a coreference resolution algorithm to the outputaeting names and applying
some simple cleanup rewrite rules like the following:

Use thefull name at the first mention, and just thast nameat subsequent mentions.
Use amodified form for the first mention, but remove appositives or prerfiets
from any subsequent mentions.

The rewritten summary in Fig. 23.20 shows how such rules @vaplply; in general
such methods would depend on high-accuracy coreferencieities.

Original summary:
Presidential advisers do not blan@Neill, but they've long recognized that|a
shakeup of the economic team would help indidatish was doing everything h
could to improve mattersU.S. President George W. Bustpushed ouflreasury
Secretary Paul O’Neill and top economic adviser Lawrence Lindsey on Friday,
launching the first shake - up of his administration to tacdkle ailing economy
before the 2004 election campaign.

D

Rewritten summary:

Presidential advisers do not blanieeasury Secretary Paul O’Neill, but they've
long recognized that a shakeup of the economic team woupdhaicateU.S. Pres-
ident George W. Bushwas doing everything he could to improve matteBaish
pushed ouD’Neill and White House economic adviser Lawrence Lindsey on| Fri-
day, launching the first shake-up of his administration tklathe ailing economy
before the 2004 election campaign.

Figure 23.20 Rewriting references, from Nenkova and McKeown (2003)

Recent research has also focused on a finer granularitydbragon than the ex-
tracted sentence, by usisgntence fusioralgorithms to combine phrases or clauses
from different sentences into one new sentence. The senteiston algorithm of
Barzilay and McKeown (2005) parses each sentence, usefpletdequence align-
ment of the parses to find areas of common information, buailéission lattice with
overlapping information, and creates a fused sentencenbgiizing a string of words
from the lattice.
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23.5 BETWEENQUESTIONANSWERING AND SUMMARIZATION : QUERY-

(23.41)

(23.42)

QUERY-FOCUSED
SUMMARIZATION

FOCUSED
SUMMARIZATION

SNIPPET

FOCUSEDSUMMARIZATION

As noted in at the beginning of this chapter, most intergstjmestions are not factoid
questions. User needs require longer, more informativerarssthan a single phrase
can provide. For example, whilecEFINITION question might be answered by a short
phrase like Autism isa developmental disordet or “ A caldera isa volcanic crater”,

a user might want more information, as in the following deiom of water spinach

Water spinaclfipomoea aquatica) is a semi-aquatic leafy green plant char
acterized by long hollow stems and spear-shaped or heapeshieaves
which is widely grown throughout Asia as a leaf vegetablee Tdaves
and stems are often eaten stir-fried as greens with salttgrssaices, or in
soups. Other common names includerning glory vegetabl&angkong
(Malay),rau muongVietnamese)png choi(Cantonese), arkbng xin cai
(Mandarin). It is not related to spinach, but is closely tedato sweet
potato and convolvulus.

Complex questions can also be asked in domains like medirch as this ques-
tion about a particular drug intervention:

In children with an acute febrile illness, what is the efficat single-medication
therapy with acetaminophen or ibuprofen in reducing fever?

For this medical question, we'd like to be able to extractasweer of the following
type, perhaps giving the document id(s) that the extracedaom, and some estimate
of our confidence in the result:

Ibuprofen provided greater temperature decrement ancktashgration of
antipyresis than acetaminophen when the two drugs werergstaried in
approximately equal doses. (PubMedID: 1621668, Evidetrangth: A)

Questions can be even more complex, such as this one fronoitieient Understand-
ing Conference annual summarization competition:

Where have poachers endangered wildlife, what wildlifetbeen endangered and
what steps have been taken to prevent poaching?

Where a factoid answer might be found in a single phrase ingesdocument or
web page, these kinds of complex questions are likely toiregouch longer answers
which are synthesized from many documents or pages.

For this reason, summarization techniques are often udadgiltbanswers to these
kinds of complex questions. But unlike the summarizatiogoathms introduced
above, the summaries produced for complex question ansgvarust be relevant to
some user question. When a document is summarized for tipogeiof answering
some user query or information need, we call the go@ry-focused summarization
or sometimes jusiocused summarization (The termgopic-based summarization
anduser-focused summarizationare also used.) A query-focused summary is thus
really a kind of longer, non-factoid answer to a user quastioinformation need.

One kind of query-focused summary isrippet, the kind that web search engines
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like Google return to the user to describe each retrievedment. Snippets are query-
focused summaries of a single document. But since for contpleries we will want
to aggregate information from multiple documents, we’ledéo summarize multiple
documents.

Indeed, the simplest way to do query-focused summarizaitmslightly modify
the algorithms for multiple document summarization thatniduced in the previous
section to make use of the query. For example, when rankinigisees from all the
returned documents in the content selection phase, we caireghat any extracted
sentence must contain at least one word overlapping witlytieey. Or we can just
add the cosine distance from the query as one of the releiaateres in sentence
extraction. We can characterize such a method of querysEmtsummarization as a
bottom-up, domain-independent method.

An alternative way to do query-focused summarization is kenadditional use
of top-down or information-extraction techniques, builglispecific content selection
algorithms for different types of complex questions. Thesosuld specifically build a
query-focused summarizer for the kinds of advanced questitroduced above, like
definition questions, biography questions, certain medjeastions. In each case, we
use our top-down expectations for what makes a good defintiography, or medical
answer to guide what kinds of sentences we extract.

For example, alefinition of a term often includes information about the term’s

Genus  genusandspecies The genus is the hypernym or superordinate of the word; dhus
srecies  sentence lik& he Hajj is a type of rituals a genus sentence. The species gives impor-
tant additional properties of the term that differentidtte term from other hyponyms
of the genus; an example‘i€he annual hajj begins in the twelfth month of the Islamic
year”. Other kinds of information that can occur in a definitionlirtde synonyms
etymology, subtypes and so on.

In order to build extractive answers for definition quessiome’ll need to make sure
we extract sentences with the genus information, the spacfermation, and other
generally informative sentences. Similarly, a gdwdgraphy of a person contains
information such as the persort¥rth/death, fame factor, education nationality
and so on; we'll need to extract sentences with each of thiesks lof information. A
medical answer that summarizes the results of a study oiag@ drug to a medical
problem would need to contain information like thblem (the medical condition),
theintervention (the drug or procedure), and thatcome(the result of the study).

Fig. 23.21 shows some example predicates for definitiorgrhajzhy, and medical
intervention questions.

In each case we we use tirdormation extraction methods of Ch. 22 to find
specific sentences for genus and species (for definitiondates, nationality, and ed-
ucation (for biographies), or problems, interventions anttomes (for medical ques-
tions). We can then use standard domain-independent d¢agkeetion algorithms to
find other good sentences to add on to these.

A typical architecture consists of the four steps shown g BB.22 from the def-
inition extraction system of Blair-Goldensohn et al. (2R0%he input is a definition
questionT, the numbeN of documents to retrieve, and the lengtlof the answer (in
sentences).
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Definition
genus The Hajj is a type of ritual
species the annual hajj begins in the twelfth nonth of the
Islam ¢ year
synonym The Hajj, or Pilgrimge to Mecca, is the central
duty of Islam
subtype Qran, Tamattu', and Ifrad are three different
types of Hajj
Biography
dates was assassinated on April 4, 1968

nationality was born in Atlanta, Ceorgia
education entered Boston University as a doctoral student

Drug efficacy
population | 37 otherwi se healthy children aged 2 to 12 years
problem acute, intercurrent, febrile illness
intervention | acet ami nophen (10 ny/ kg)
outcome i buprof en provi ded greater tenperature decrenent

and | onger duration of antipyresis than
acet am nophen when the two drugs were administered
in approxi mately equal doses

Figure 23.21 Examples of some different types of information that musekiacted
in order to produce answer to certain kinds of complex qaasti

"What is the Hajj?"

N=20 L=8 o
383N pecific D \

96 3
Document 11 Web documents Predicate The Hajj, orrpilgrimage to Makkah (Mecca), is the central duty of Islam. Data-Driven
Retrieval 1127 total . B | The Hajj is a milestone event in a Muslim's life. .
y sentences Identification The hajj is one of five pillars that make up the foundation of Islam. Analysis

Sentence clusters,
Importance ordering

The Hajj, or pilgrimage to Makkah [Meccal, is the central duty of Islam. More than two million Muslims are expected to take
the Haijj this year. Muslims must perform the haijj at least once in their lifetime if physically and financially able. The Hajj is a
milestone event in a Muslim's life. The annual hajj begins in the twelfth month of the Islamic year (which is lunar, not solar, Definition
so that hajj and Ramadan fall sometimes in summer, sometimes in winter). The Hajj is a week-long pilgrimage that begins Creation
in the 12th month of the Islamic lunar calendar. Another ceremony, which was not connected with the rites of the Ka'ba
before the rise of Islam, is the Hajj, the annual pilgrimage to 'Arafat, about two miles east of Mecca, toward Mina....

Figure 23.22  Architecture of a query-focused summarizer for definitiarestions (Blair-Goldensohn et 4l.,
2004).

The first step in any IE-based complex question answeringsyss information
retrieval. In this case a handwritten set of patterns is usezktract the term to be
defined from the query (Hajj) and generate a series of queries that are sent to an IR
engine. Similarly, in a biography system it would be the nana¢ would be extracted
and passed to the IR engine. The returned documents arenupkieto sentences.

In the second stage, we apply classifiers to label each sentgth an appropriate
set of classes for the domain. For definition questionsr&aldensohn et al. (2004)
used of four classesgenus species other definitional, or other. The third class,
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(23.43)

other definitional, is used to select other sentences that might be added mtuth-
mary. These classifiers can be based on any of the informeximaction techniques
introduced in Ch. 22, including hand-written rules, or swsed machine learning
techniques.

In the third stage, we can use the methods described in thiersea generic (non-
query-focused) multiple domain summarization contergtain to add additional sen-
tences to our answer that might not fall into a specific infatiomn extraction type. For
example for definition questions, all the sentences thatlassified ather defini-
tional are examined, and a set of relevant sentences is selectedHeon. This selec-
tion can be done by the centroid method, in which we form a DF-Vector for each
sentence, find the centroid of all the vectors, and then ehtiesK sentences clos-
est to the centroid. Alternatively we can use a method foidiwg redundancy, like
clustering the vectors and choosing the best sentence fmomauster.

Because query-focused summarizers of this type or donpeoiic, we can use
domain-specific methods for information ordering as weitsas using a fixed hand-
built template. For biography questions we might use a tategike the following:

<NAME> is <WHY FAMOUS>. She was born odBIRTHDATE> in
<BIRTHLOCATION>. She<EDUCATION>. <DESCRIPTIVE SENTENCE.
<DESCRIPTIVE SENTENCE.

The various sentences or phrases selected in the contentiselphase can then
be fit into this template. These templates can also be sontewdi@ abstract. For
example, for definitions, we could place a genus-specie®sea first, followed by
remaining sentences ordered by their saliency scores.

23.6 SUMMARIZATION EVALUATION

ROUGE

As is true for other speech and language processing areasniiichine translation,
there are a wide variety of evaluation metrics for summanna metrics requiring
human annotation, as well as completely automatic metrics.

As we have seen for other tasks, we can evaluate a systesrtviasic (task-based)
orintrinsic (task-independent) methods. We described a kind of extravaluation of
multi-document summarization in Sec. 23.4, in which sutsj@ere asked to perform
time-restricted fact-gathering tasks, and were giverdotluments together with either
no summaries, human summaries, or automatically genesatacharies to read. The
subjects had to answer three related questions about ahievée news. For query-
focused single-document summarization (like the task négating welsnippets, we
can measure how different summarization algorithms affantan performance at the
task of deciding if a document is relevant/not-relevant tpuary by looking solely at
the summary.

The most common intrinsic summarization evaluation mérén automatic method
calledROUGE, Recall-Oriented Understudy for Gisting Evaluation (Lin and Hovy,

3 We focus here on evaluation of entire summarization algorit and ignore evaluation of subcomponents
such as information ordering, although see for exampledtza2006) on the use of Kendaltsa metric of
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ROUGE-1
ROUGE-2

(23.44)

ROUGE-L
ROUGE-S
ROUGE-SU
SKIP BIGRAMS

PYRAMID METHOD

SUMMARY CONTENT
UNITS

2003; Lin, 2004). ROUGE is inspired by the BLEU metric useddiealuating machine
translation output, and like BLEU, automatically scores achine-generated candi-
date summary by measuring the amouniedram overlap between the candidate and
human-generated summaries (the references).

Recall that BLEU is computed by averaging the number of eygingN-grams
of different length between the hypothesis and refererasstations. In ROUGE, by
contrast, the length of thi-gram is fixed;ROUGE-1 uses unigram overlap, while
ROUGE-2 uses bigram overlap. We'll choose to define ROUGE-2; the tiiefits of
all the other ROUGE-N metrics follows. ROUGE-2 is a measuréhe bigram recall
between the candidate summary and the set of human refesenuearies:

CounpatcHbigram)

Sc{ReferenceSummarigigrameS

ROUGE2 =

Countbigram)

Sc{ReferenceSummarigigrameS

The function CounfatcHbigram) returns the maximum number of bigrams that
co-occur in the candidate summary and the set of referemoenaies. ROUGE-1 is
the same but counting unigrams instead of bigrams.

Note that ROUGE is a recall-oriented measure, where BLEUigeision-oriented
measure. This is because the denominator of (23.44) is talestam of the number of
bigrams in the reference summaries. By contrast, in BLEUdieominator is the
total sum of the number dfi-grams in the candidates. Thus ROUGE is measuring
something like how many of the human reference summary imgrare covered by
the candidate summary, where BLEU is measuring somethkeghlow many of the
candidate translation bigrams occurred in the human neferganslations.

Variants of ROUGE includ®OUGE-L , which measure thengest common sub-
sequencdetween the reference and candidate summariefRR@uiGE-SandROUGE-
SU which measure the number skip bigrams between the reference and candidate
summaries. A skip bigram is a pair of words in their sentendeR but allowing for
any number of other words to appear between the pair.

While ROUGE is the most commonly applied automatic baseliris not as ap-
plicable to summarization as similar metrics like BLEU apentachine translation.
This is because human summarizers seem to disagree stadmmly which sentences
to include in a summary, making even the overlap of humarsedath other very low.

This difference in which sentences humans choose to extesamnotivated human
evaluation methods which attempt to focus more on meaninge ®etric, thePyra-
mid Method, is a way of measuring how many units of meaning are shareuedaet
the candidate and reference summaries, and also weightsitiseof meaning by im-
portance; units of meaning which occur in more of the humamrsaries are weighted
more highly. The units of meaning are call8dmmary Content Units (SCU), which
are sub-sentential semantic units which roughly corredpopropositions or coherent
pieces of propositions.

Inthe Pyramid Method, humans label the Summary Contensliméach reference
and candidate summary, and then an overlap measure is cednput

rank correlation, for information ordering.



Section 23.6. Summarization Evaluation 43

Let's see an example from Nenkova et al. (2007) of how two S@tédslabeled
in sentences from six human abstracts. We'll first show seete from the human
summaries indexed by a letter (corresponding to one of thexaim summaries) and a
number (the position of the sentence in the human summary):

Al. The industrial espionage case involving GM and VW begih the hiring of

Joselgnacio Lopez,an enployeeof GM subsidiary Adam Opelby VW as a
production director.

B3. However,heleft GM for VW under circumstances, which along with ensuing
events, were described by a German judge as “potentiallpitigeest-ever case
of industrial espionage”.

C6. He left GM for VW in March 1993

D6. The issue stems from the allegetruitmentof GM’s eccentric and visionary
Basque-born procurement chigdselgnacio Lopez de Arriortura and seven of
Lopez’'s business colleagues.

E1l. On March 16, 1993with Japanese car import quotas to Europe expiring in two
years, renowned cost-cuttérgnacio Lopez De Arriortura, left his job as head
of purchasingat GereralMotor’s Opel, Germanyto becomeVolkswagen’s Pur-
chasing and Production director.

F3.1n March 1993 Lopez and seven oth&M executivesnovedto VW overnight.

The annotators first identify similar sentences, like thabeve, and then label
SCUs. The underlined and italicized spans of words in thevelsentences result
in the following two SCUs, each one with a weight correspagdp the number of
summaries it appears in (6 for the first SCU, and 3 for the s#con

SCU1(w=6): Lopez left GM for VW

ALl.the hiring of Jose Ignacio Lopez, an employee of GM ...by VW
B3. he left GM for VW

C6. He left GM for VW

D6. recruitment of GMs . . . Jose Ignacio Lopez

E1. Agnacio Lopez De Arriortura, left his job . . . at General Ma®pel
. . . to become Volkswagens . . . director

F3.Lopez...GM. .. movedto VW

SCU2(w=3) Lopez changes employers in March 1993
C6.in March, 1993

E1.0On March 16, 1993

F3. In March 1993

Once the annotation is done, the informativeness of a givemsary can be mea-
sured as the ratio of the sum of the weights of its SCUs to thghtv@f an optimal
summary with the same number of SCUs. See the end of the ctiaptaore details
and pointers to the literature.

SEn The standard baselines for evaluating summaries amatidom sentencedase-
e line and theleading sentencedaseline. Assuming we are evaluating summaries of
lengthN sentences, the random baseline just chobsemndom sentences, while the
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leading baseline chooses the fikssentences. The leading sentences method, in par-
ticular, is quite a strong baseline and many proposed suinatian algorithms fail to
beat it.

23.7 SUMMARY

e The dominant models of information retrieval representrifeanings of docu-
ments and queries as bags of words.

e Thevector space modeViews documents and queries as vectors in a large multi-
dimensional space. In this model, the similarity betweerudoents and queries,
or other documents, can be measured by the cosine of the betyleen the
vectors.

e The main components of a factoid question answering systerthaquestion
classificationmodule to determine the named-entity type of the answpasa
sage retrievalmodule to identify relevant passages, and an answer pingess
module to extract and format the final answer.

e Factoid question answers can be evaluatedngan reciprocal rank (MRR).

e Summarization can babstractive or extractive; most current algorithms are
extractive.

e Three components aummarization algorithms includecontent selectionin-
formation ordering , andsentence realization

e Current single document summarization algorithms focumip@an sentence
extraction, relying on features likgoosition in the discourseword informa-
tiveness cue phrasesandsentence length

e Multiple document summarization algorithms often perf@®mtence simplifi-
cation on document sentences.

e Redundancy avoidancas important in multiple document summarization; it is
often implemented by adding a redundancy penalization téenMMR into
sentence extraction.

e Information ordering algorithms in multi-document summarization are often
based on maintainingoherence

e Query-focused summarizationcan be done using slight modificationg@neric
summarization algorithms, or by using information-extraction methods.

BIBLIOGRAPHICAL AND HISTORICAL NOTES

Luhn (1957) is generally credited with first advancing theigro of fully automatic
indexing of documents based on their contents. Over thes\gadton’s SMART project
(Salton, 1971) at Cornell developed or evaluated many ofrtbst important notions
in information retrieval including the vector model, termneighting schemes, relevance
feedback, and the use of cosine as a similarity metric. Th®m®f using inverse
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CENTROID

document frequency in term weighting is due to Sparck Job882). The original
notion of relevance feedback is due to Rocchio (1971).

An alternative to the vector model that we have not coverdtiéprobabilistic
model originally shown effective by Robinson and Sparck Jone§§)9See Crestani
et al. (1998) and Chapter 11 of Manning et al. (2008) on pridistib models in infor-
mation retrieval.

Manning et al. (2008) is a comprehensive modern text on méion retrieval.
Good but slightly older texts include Baeza-Yates and RibBlieto (1999) and Frakes
and Baeza-Yates (1992); older classic texts include SaiehMcGill (1983) and van
Rijsbergen (1975). Many of the classic papers in the fieldomafound in Sparck Jones
and Willett (1997). Current work is published in the annualgeedings of the ACM
Special Interest Group on Information Retrieval (SIGIR)eTUS National Institute of
Standards and Technology (NIST) has run an annual evatugtiject for text infor-
mation retrieval and extraction called the Text REtrievah@rence (TREC) since the
early 1990s; the conference proceedings from TREC conésinlts from these stan-
dardized evaluations. The primary journals in the field hesJournal of the American
Society of Information Scienge®CM Transactions on Information Systerrgorma-
tion Processing and ManagemeahdInformation Retrieval

Question answering was one of the earliest tasks for NLRBysin the 1960’s and
1970’s (Green et al., 1961; Simmons, 1965; Woods et al., l%thert, 1977), but the
field lay dormant for a few decades until the need for quertlied/NVeb brought the task
back into focus. The U.S. government-sponsored TREC (TExti®&al Conference)
QA track began in 1999 and a wide variety of factoid and nanefid systems have
been competing in annual evaluations since then. See thienefes in the chapter and
Strzalkowski and Harabagiu (2006) for a collection of reéaesearch papers.

Research on text summarization began with the work of LuB&8) on extractive
methods for the automatic generation of abstracts, fogusimsurface features like
term frequency, and the later work of Edmunson (1969) incating positional fea-
tures as well. Term-based features were also used in theaggplication of automatic
summarization at Chemical Abstracts Service (Pollock amm@ra, 1975). The 1970s
and 1980s saw a number of approaches grounded in Al methgdsicch as scripts
DeJong (1982), semantic networks Reimer and Hahn (198&pmbinations of Al
and statistical methods Rau et al. (1989).

The work of Kupiec et al. (1995) on training a sentence cliessivith supervised
machine learning led to many statistical methods for semextraction. Around the
turn of the century, the growth of the Web led naturally teenest in multi-document
summarization and query-focused summarization.

There have naturally been a wide variety of algorithms fer itiein components
of summarizers. The simple unsupervised log-linear cdrgelection algorithm we
describe is simplified from th&umBasicalgorithm of Nenkova and Vanderwende
(2005), Vanderwende et al. (2007b) and teatroid algorithm of Radev et al. (2000)
and Radev et al. (2001). A number of algorithms for informatbrdering have used
entity coherence, including Kibble and Power (2000), Lag2003), Karamanis and
Manurung (2002), Karamanis (2003), Barzilay and Lapat®%2@007). Algorithms
for combining multiple cues for coherence and searchingHeroptimal ordering in-
clude Althaus et al. (2004), based on linear programming ginetic algorithms of
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PARAPHRASE
DETECTION

TEXT
CATEGORIZATION

SPAM DETECTION

Mellish et al. (1998) and Karamanis and Manurung (2002) taedSoricut and Marcu
(2006) algorithm, which uses*Asearch based on IDL-expressions. Karamanis (2007)
showed that adding coherence based on rhetorical relatogrstity coherence didn'’t
improve sentence ordering. See Lapata (2006, 2003), Kaviaretial. (2004), Kara-
manis (2006) on methods for evaluating information ordgrin

Sentence compression is a very popular area of researchy dgorithms fo-
cused on the use of syntactic knowledge for eliminatingitep®rtant words or phrases
Grefenstette (1998), Mani et al. (1999), Jing (2000). Reoesearch has focused on
using supervised machine learning, in which a parallel gsiq@f documents together
with their human summaries is used to compute the probgpliilét particular words
or parse nodes will be pruned. Methods include the use of maxi entropy Rie-
zler et al. (2003), the noisy channel model and synchronoungegt-free grammars
(Galley and McKeown, 2007; Knight and Marcu, 2000; Turned &harniak, 2005;
Daumeé Il and Marcu, 2002), Integer Linear Programmingk#and Lapata (2007),
and large-margin learning McDonald (2006). These methelyson various features,
especially including syntactic or parse knowledge Jin@d@®0QDorr et al. (2003), Sid-
dharthan et al. (2004), Galley and McKeown (2007), Zajiclet2007), Conroy et al.
(2006), Vanderwende et al. (2007a), but also including caiee information Clarke
and Lapata (2007). Alternative recent methods are ablentctifon without these kinds
of parallel document/summary corpora (Hori and Furui, 2004ner and Charniak,
2005; Clarke and Lapata, 2006).

See Daumé IIl and Marcu (2006) for a recent Bayesian modgluefy-focused
summarization.

For more information on summarization evaluation, see Nealet al. (2007), Pas-
sonneau et al. (2005), and Passonneau (2006) for detaiteedPyramid method, van
Halteren and Teufel (2003) and Teufel and van Halteren (R604elated semantic-
coverage evaluation methods, and Lin and Demner-Fushn@@b)2n the link be-
tween evaluations for summarization and question ansgeANIST program start-
ing in 2001, the Document Understanding Conference (DU&3, dponsored an an-
nual evaluation of summarization algorithms. These hagkided single document,
multiple document, and query-focused summarization; gedmgs from the annual
workshop are available online.

Mani and Maybury (1999) is the definitive collection of clagsapers on summa-
rization. Sparck Jones (2007) is a good recent survey, amd (4@01) is the standard
textbook.

The task ofparaphrase detectionis an important task related to improving recall
in question answering and avoiding redundancy in summ#izaand also very rel-
evant for tasks like textual entailment. See Lin and Par&@0{), Barzilay and Lee
(2003), Pang et al. (2003), Dolan et al. (2004), Quirk et2004) for representative
papers on techniques for detecting paraphrases.

Another task related to information retrieval and sumneian is thetext cate-
gorization task, which is to assign a new document to one of a pre-egistit of
document classes. The standard approach is to use supemézhine learning to
train classifiers on a set of documents that have been labafledhe correct class. A
very important application of text categorization is pam detection
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EXERCISES

23.1 Do some error analysis on web-based question answeringpggHd questions
and type them all into two different search engines. Analymeerrors (e.g., what
kinds of questions could neither system answer; which kiridgiestions did one work
better on; was there a type of question that could be answesefrom the snippets,
etc).

23.2 Read Brill et al. (2002) and reimplement a simple versiorhefASkMSR sys-
tem.
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