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Gracie: Oh yeah...and then Mr. and Mrs. Jones were having mat
rimonial trouble, and my brother was hired to watch Mrs. 3one
George: Well, I imagine she was a very attractive woman.
Gracie: She was, and my brother watched her day and nighitxfor s
months.
George: Well, what happened?
Gracie: She finally got a divorce.
George: Mrs. Jones?
Gracie: No, my brother’s wife.

George Burns and Gracie Allenirhe Salesgirl

Orson Welles’ movieCitizen Kanewas groundbreaking in many ways, perhaps
most notably in its structure. The story of the life of fictiddmmedia magnate Charles
Foster Kane, the movie does not proceed in chronologicardtdough Kane’s life.
Instead, the film begins with Kane’s death, (famously muingi/fRosebud”), and is
structured around flashbacks to his life inserted amongesceha reporter investi-
gating his death. The novel idea that the structure of a nae@s not have to linearly
follow the structure of the real timeline made apparent fithZentury cinematography
the infinite possibilities and impact of different kinds aherent narrative structures.

But coherent structure is not just a fact about movies, okwof art. Up to this
point of the book, we have focused primarily on language pheamna that operate at
the word or sentence level. But just like movies, languagesamt normally consist of
isolated, unrelated sentences, but instead of collocated;turedcoherentgroups of
sentences. We refer to such a coherent structured groupteises as discourse

The chapter you are now reading is an example of a discourseinl fact a dis-
course of a particular sort: monologue Monologues are characterized bg@eaker
(a term which will be used to include writers, as it is hera)d a hearer (which,
analogously, includes readers). The communication flonenly one direction in a
monologue, that is, from the speaker to the hearer.

After reading this chapter, you may have a conversation wifniend about it,
which would consist of a much freer interchange. Such a diseois called dialogue,
specifically ehuman-human dialogue In this case, each participant periodically takes
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HCI

(21.1)

(21.2)

(21.3)

turns being a speaker and hearer. Unlike a typical monolatial®gues generally con-
sist of many different types of communicative acts: askinggiions, giving answers,
making corrections, and so forth.

You may also, for some purposes, such as booking an airliteior trip, have a
conversation with a computeonversational agent This use ofhuman-computer
dialogue for human-computer interactioror HCI has properties that distinguish it
from normal human-human dialogue, in part due to the predaptimitations on the
ability of computer systems to participate in free, uncmaised conversation.

While many discourse processing problems are common te tineee forms of
discourse, they differ in enough respects that differestin@ues have often been used
to process them. This chapter focuses on techniques coryrmpplied to the interpre-
tation of monologues; techniques for conversational agamd other dialogues will be
described in Ch. 24.

Language is rife with phenomena that operate at the disedevel. Consider the
discourse shown in example (21.1).

The Tin Woodman went to the Emerald City to see the Wizard cd@task for a
heart. After he asked for it, the Woodman waited for the Wizaresponse.

What do pronouns such d= andit denote? No doubt the reader had little trouble
figuring out thathe denotes the Tin Woodman and not the Wizard of Oz, andithat
denotes the heart and not the Emerald City. Furthermorg ciear to the reader that
the Wizards the same entity abe Wizard of Ozandthe Woodmaiis the same athe
Tin Woodman

But doing this disambiguation automatically is a difficask. This goal of decid-
ing what pronouns and other noun phrases refer to is catbeeference resolution
Coreference resolution is important fiaformation extraction, summarization, and
for conversational agentsin fact, it turns out that just about any conceivable larggua
processing application requires methods for determirtiegdienotations of pronouns
and related expressions.

There are other important discourse structures besideldgonships between pro-
nouns and other nouns. Consider the taskumfimarizing the following news passage:

First Union Corp is continuing to wrestle with severe probde According to industry
insiders at Paine Webber, their president, John R. Gegrigiptanning to announce
his retirement tomorrow.

We might want to extract a summary like the following:

First Union President John R. Georgius is planning to anoeiis retirement
tomorrow.

In order to build such a summary, we need to know that the sksentence is the
more important of the two, and that the first sentence is glibate to it, just giving
background information. Relationships of this sort betwsentences in a discourse
are calleccoherence relationsand determining the coherence structures between dis-
course sentences is an important discourse task.

Sincecoherenceis also a property of a good text, automatically detectinigeco
ence relations is also useful for tasks that measure tejityu&ke automatic essay
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grading. In automatic essay grading, short student essays aremadsaggrade by mea-
suring the internal coherence of the essay as well as congpisi content to source
material and hand-labeled high-quality essays. Coherisralso used to evaluate the
output quality of natural language generation systems.

Discourse structure and coreference are related in deep. Watice that in order
to perform the summary above, a system must correctly iiyeRiist Union Corpas
the denotation ofheir (as opposed t®aine Webberfor instance). Similarly, it turns
out that determining the discourse structure can help ierdehing coreference.

Coherence

Let’s conclude this introduction by discussing what it mefor a text to beoherent
Assume that you have collected an arbitrary set of well-frand independently in-
terpretable utterances, for instance, by randomly selgane sentence from each of
the previous chapters of this book. Do you have a discouré@®gt certainly not. The
reason is that these utterances, when juxtaposed, willxindbie coherence Consider,
for example, the difference between passages (21.4) anbl)(21

John hid Bill's car keys. He was drunk.
?? John hid Bill's car keys. He likes spinach.

While most people find passage (21.4) to be rather unremiakiddey find passage
(21.5) to be odd. Why is this so? Like passage (21.4), theeeeas that make up
passage (21.5) are well formed and readily interpretaldenehing instead seems to
be wrong with the fact that the sentences are juxtaposed.h@aeer might ask, for
instance, what hiding someone’s car keys has to do withdikpinach. By asking this,
the hearer is questioning the coherence of the passage.

Alternatively, the hearer might try to construct an exptarathat makes it co-
herent, for instance, by conjecturing that perhaps someffeeed John spinach in
exchange for hiding Bill's car keys. In fact, if we considec@ntext in which we had
known this already, the passage now sounds a lot better! Withys? This conjecture
allows the hearer to identify John’s liking spinach as theseeof his hiding Bill's car
keys, which would explain how the two sentences are condectle very fact that
hearers try to identify such connections is indicative eftieed to establish coherence
as part of discourse comprehension.

In passage (21.4), or in our new model of passage (21.5)ettoms sentence offers
the reader afEXPLANATION or CAUSE for the first sentence. These examples show
that a coherent discourse must have meaningful connedbeiwgeen its utterances,
connections likeexPLANATION that are often calledoherence relationsand will be
introduced in Sec. 21.2.

Let's introduce a second aspect of coherence by considir@fgllowing two texts
from Grosz et al. (1995a):

a. John went to his favorite music store to buy a piano.
b. He had frequented the store for many years.

c. He was excited that he could finally buy a piano.

d. He arrived just as the store was closing for the day.
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(21.7)

a. John went to his favorite music store to buy a piano.
b. It was a store John had frequented for many years.
c. He was excited that he could finally buy a piano.

d. It was closing just as John arrived.

While these two texts differ only in how the two entities (dadnd the store) are
realized in the sentences, the discourse in (21.6) is iméljtmore coherent than the
onein (21.7). As Grosz et al. (1995a) point out, this is beeahe discourse in (21.6)
is clearly about one individual, John, describing his addiand feelings. The discourse
in (21.7), by contrast, focuses first on John, then the stbes back to John, then to
the store again. It lacks the ‘aboutness’ of the first disseur

These examples show that for a discourse to be coherent it embigit certain
kinds of relationships with the entities it is about, intoethg them and following them
in a focused way. This kind of coherence can be cadletity-based coherenceWe
will introduce theCentering model of entity-based coherence in Sec. 21.6.2.

In the rest of the chapter we’ll study aspects of both dissewtructure and dis-
course entities. We begin in Sec. 21.1 with the simplest kihdiscourse structure:
simple discourse segmentatiorof a document into a linear sequence of multipara-
graph passages. In Section 21.2, we then introduce morgfaieed discourse struc-
ture, thecoherence relation and give some algorithms for interpreting these relations
Finally, in Section 21.3, we turn to entities, describingtihegls for interpretingefer-
ring expressionsuch as pronouns.

21.1 D SCOURSESEGMENTATION

LEDE

DISCOURSE
SEGMENTATION

The first kind of discourse task we examine is an approximatche global or high-
level structure of a text or discourse. Many genres of texasociated with particular
conventional structures. Academic articles might be dididhto sections like Ab-
stract, Introduction, Methodology, Results, Conclusighnewspaper story is often
described as having an inverted pyramid structure, in wihiehopening paragraphs
(thelede) contains the most important information. Spoken patiepbrts are dictated
by doctors in four sections following the standard SOAP fatr(Subjective, Objective,
Assessment, Plan).

Automatically determining all of these types of structufesa large discourse
is a difficult and unsolved problem. But some kinds of disseustructure detec-
tion algorithms exist. This section introduces one sucloritlym, for the simpler
problem ofdiscourse segmentationseparating a document into a linear sequence of
subtopics. Such segmentation algorithms are unable to dipkisticated hierarchical
structure. Nonetheless, linear discourse segmentatiofeamportant foinforma-
tion retrieval, for example, for automatically segmenting a TV news breator a
long news story into a sequence of stories so as to find a relstary, or fortext
summarization algorithms which need to make sure that different segmentken
document are summarized correctly, or fimlormation extraction algorithms which
tend to extract information from inside a single discouresgnsent.
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LINEAR
SEGMENTATION

COHESION
LEXICAL COHESION

(21.8)

(21.9)

(21.10)

COHESION CHAIN

(21.11)

In the next two sections we introduce both an unsupervisdaaupervised algo-
rithm for discourse segmentation.

21.1.1 Unsupervised Discourse Segmentation

Let’s consider the task of segmenting a text into multi-gaagh units that represent
subtopics or passages of the original text. As we sugge$tedeathis task is often
calledlinear segmentation to distinguish it from the task of deriving more sophisti-
cated hierarchical discourse structure. The goal of a segmeaiven raw text, might
be to assign subtopic groupings such as the ones defined bgtiEa97) for the fol-
lowing 21-paragraph science news article calitdrgazeron the existence of life on
earth and other planets (humbers indicate paragraphs):

-3 Intro - the search for life in space

4-5  The moon’s chemical composition

6-8 How early earth-moon proximity shaped the moon
9-12 How the moon helped life evolve on earth

13 Improbability of the earth-moon system

14-16 Binary/trinary star systems make life unlikely
17-18 The low probability of nonbinary/trinary systems
19-20 Properties of earth’s sun that facilitate life

21 Summary

An important class of unsupervised algorithms for the lindiacourse segmenta-
tion task rely on the concept abhesion(Halliday and Hasan, 1976 ohesionis the
use of certain linguistic devices to link or tie togetherttet units. Lexical cohesion
is cohesion indicated by relations between words in the taitsusuch as use of an
identical word, a synonym, or a hypernym. For example thetfet the word$iouse
shingled andl occur in both of the two sentences in (21.8ab), is a cue tleatntb are
tied together as a discourse:

e Before winterl built a chimney, anghingledthe sides of myouse..
e | have thus a tighghingledand plasteretiouse

In Ex. (21.9), lexical cohesion between the two sentencieslisated by the hyper-
nym relation betweefruit and the wordpearsandapples

Peel, core and slicine pears and the applesAdd the fruit to the skillet.

There are also non-lexical cohesion relations, such assh@ianaphora, shown
here betweeVoodhouseandthem(we will define and discuss anaphora in detail in
Sec. 21.6):

The Woodhousesvere first in consequence there. All looked ughem.

In addition to single examples of lexical cohesion betweremwords, we can have a
cohesion chainin which cohesion is indicated by a whole sequence of reélaterds:

Peel, core and slicihe pears and the applesAdd the fruit to the skillet. Wherthey
are soft...

Coherenceandcohesionare often confused; let’s review the differenG@nhesion
refers to the way textual units are tied or linked togethercohesive relation is like
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a kind of glue grouping together two units into a single url@oherencerefers to
the meaningrelation between the two units. A coherence relation ergléiow the
meaning of different textual units can combine to jointljida discourse meaning for
the larger unit.

The intuition of the cohesion-based approach to segmentatithat sentences or
paragraphs in a subtopic are cohesive with each other, luwitto paragraphs in a
neighboring subtopic. Thus if we measured the cohesiondmivevery neighboring
sentence, we might expect a ‘dip’ in cohesion at subtopicdaties.

TEXTTILING Let’s look at one such cohesion-based approachléiériling algorithm (Hearst,
1997). The algorithm has three stepskenization, lexical score determination and
boundary identification. In the tokenization stage, each space-delimited worden th
input is converted to lower-case, words in a stop list of fiorcwords are thrown
out, and the remaining words are morphologically stemmédtk Siemmed words are
grouped into pseudo-sentences of length= 20 (equal-length pseudo-sentences are
used rather than real sentences).

Now we look at each gap between pseudo-sentences, and @alpxical cohe-
sion scoreacross that gap. The cohesion score is defined as the avaraigeity of
the words in the pseudo-sentences before gap to the pseatinses after the gap. We
generally use a block df = 10 pseudo-sentences on each side of the gap. To compute
similarity, we create a word vectéifrom the block before the gap, and a veaidrom
the block after the gap, where the vectors are of ledg{ithe total number of non-stop
words in the document) and ttith element of the word vector is the frequency of the
word w;. Now we can compute similarity by the cosine (= normalizet mtoduct)
measure defined in E¢?) from Ch. 20, rewritten here:

(21.12) Simcosine(gv @) =

g- a _ Zi\il bZ X a;
N N
il \/Zi:l b; \/Zi:l a;

This similarity score (measuring how similar pseudo-secgs; — k to i are to
sentences + 1 toi + k + 1) is computed for each gapbetween pseudo-sentences.
Let’s look at the example in Fig. 21.1, where= 2. Fig. 21.1a shows a schematic view
of four pseudo-sentences. Each 20-word pseudo-sentemytd have multiple true
sentences in it; we've shown each with two true sentencessfigiire also indicates the
computation of the dot-product between successive pseuatirsces. Thus for example
in the first pseudo-sentence, consisting of sentences 1,ahd @ord A occurs twice,

B once, C twice, and so on. The dot product between the firspseadosentences is
2x14+1x142x1+1x1+2x1=8.Whatisthe cosine between these first two,
assuming all words not shown have zero count?

Finally, we compute aepth scorefor each gap, measuring the depth of the ‘sim-
ilarity valley’ at the gap. The depth score is the distancaefthe peaks on both sides
of the valley to the valley; In Fig. 21.1(b), this would b&,, — ¥a,) + (Yas — Yas)-

Boundaries are assigned at any valley which is deeper thato# threshold (such
ass — o, i.e. one standard deviation deeper than the mean vallehdep

Instead of using these depth score thresholds, more reobesion-based seg-
menters usalivisive clustering (Choi, 2000; Choi et al., 2001); see the end of the
chapter for more information.

a
a



Section 21.1.

PARAGRAPH
SEGMENTATION

DISCOURSE
MARKERS

CUE WORDS

Discourse Segmentation 7
1 2 3 4 5 6 7 8
A A A Ya3
B B B B
c c| |c Ya1
D D
E E E E
F F F
G G G
H H H H
I Ya2
— 1'
8 3 9 a2
(a) (b)
Figure21.1 The TextTiling algorithm, showing (a) the dot-product cartggion of sim-
ilarity between two sentences (1 and 2) and 2 following ses@e (3 and 4); capital letters
(A, B, C, etc) indicate occurrences of words. (b) shows thematation of the depth score
of a valley. After Hearst (1997).

21.1.2 Supervised Discourse Segmentation

We've now seen a method for segmenting discourses when riblabaled segment
boundaries exist. For some kinds of discourse segmentiasis, however, it is rela-
tively easy to acquire boundary-labeled training data.

Consider the spoken discourse task of segmentation of basadews. In order
to do summarization of radio or TV broadcasts, we first needsgign boundaries
between news stories. This is a simple discourse segmamtagk, and training sets
with hand-labeled news story boundaries exist. Similgdy,speech recognition of
monologues like lectures or speeches, we often want to aiically break the text up
into paragraphs. For the task pdragraph segmentation it is trivial to find labeled
training data from the web (marked wittp>) or other sources.

Every kind of classifier has been used for this kind of supedidiscourse seg-
mentation. For example, we can use a binary classifier (S\@distbn tree) and make
a yes-no boundary decision between any two sentences. Walstanse a sequence
classifier (HMM, CRF), making it easier to incorporate sagia constraints.

The features in supervised segmentation are generallyersetpof those used in
unsupervised classification. We can certainly use cohdsainres such as word over-
lap, word cosine, LSA, lexical chains, coreference, andrso o

A key additional feature that is often used for superviseprsmtation is the pres-
ence ofdiscourse markersor cue words A discourse marker is a word or phrase that
functions to signal discourse structure. Discourse mankédi play an important role
throughout this chapter. For the purpose of broadcast negimentation, important
discourse markers might include a phrase fe®d evening, I'mPERSON, which
tends to occur at the beginning of broadcasts, or the yaiméhg, which tends to occur
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in the phrasgoining us now iSPERSON, which often occurs at beginnings of specific
segments. Similarly, the cue phrasaming upoften appears at the end of segments
(Reynar, 1999; Beeferman et al., 1999).

Discourse markers tend to be very domain-specific. For thle ¢ segmenting
newspaper articles from the Wall Street Journal, for examible wordincorporated
is a useful feature, since Wall Street Journal articlesnodtart by introducing a com-
pany with the full nameXYZ Incorporatedbut later using jusXYZ For the task of
segmenting out real estate ads, Manning (1998) used disegue features likés the
following word a neighborhood name?s previous word a phone number@hd even
punctuation cues likés the following word capitalized?’

Itis possible to write hand-written rules or regular exgress to identify discourse
markers for a given domain. Such rules often refer to namétiesn(like thePERSON
examples above), and so a named entity tagger must be runrapragessor. Auto-
matic methods for finding discourse markers for segmenmtatiso exist. They first
encode all possible words or phrases as features to a easaifid then doing some
sort of feature selectionon the training set to find only the words that are the best
indicators of a boundary (Beeferman et al., 1999; Kawahtah,2004).

21.1.3 Evaluating Discourse Segmentation

Discourse segmentation is generally evaluated by runmagtgorithm on a test set
in which boundaries have been labeled by humans. The peafarenof the algorithm
is computed by comparing the automatic and human boundaejslaising the\in-
dowDiff (Pevzner and Hearst, 2002) By (Beeferman et al., 1999) metrics.

We generally don’t use precision, recall and F-measurealuating segmenta-
tion because they are not sensitive to near misses. Usindasth F-measure, if our
algorithm was off by one sentence in assigning each boundarguld get as bad a
score as an algorithm which assigned boundaries nowherah®aorrect locations.
Both WindowDiffand P, assign partial credit. We will present WindowDiff, sinceésit
a more recent improvement f@,.

WindowDiff compares a reference (human labeled) segmientaith a hypothesis
segmentation by sliding a probe, a moving window of lenigtlacross the hypothesis
segmentation. At each position in the hypothesis stringcarapare the number of
reference boundaries that fall within the probe;} to the number ohypothesized
boundaries that fall within the probé ). The algorithm penalizes any hypothesis for
whichr; # h;, i.e. forwhich|r; — h;| # 0. The window sizé: is set as half the average
segment in the reference string. Fig. 21.2 shows a scheofatie computation.

More formally, if b(¢, j) is the number of boundaries between positibasd; in a
text, andNV is the number of sentences in the text:

N—k
Windowbift(ref, hyp) = - > (Jb(ref, ref, ) — b(hym, hyp..,)| # 0)
=1

WindowDiff returns a value between 0 and 1, where 0 indicttasall boundaries
are assigned correctly.
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Figure 21.2  The WindowDiff algorithm, showing the moving window slidjrover the
hypothesis string, and the computation|of — h;| at four positions. After Pevzner and
Hearst (2002).

21.2 TeEXT COHERENCE

The previous section showed that cohesive devices, likedkesepetition, can be used
to find structure in a discourse. The existence of such deagene, however, does
not satisfy a stronger requirement that a discourse must, et of beingcoherent
We briefly introduced coherence in the introduction. In théstion we offer more
details on what it means for a text to be coherent, and cortipntgd mechanisms for
determining coherence. We will focus @oherence relationsand reservesntity-
based coherencéor discussion in Sec. 21.6.2.
Recall from the introduction the difference between pass#g1.14) and (21.15).
(21.14)  John hid Bill's car keys. He was drunk.
(21.15)  ?? John hid Bill's car keys. He likes spinach.

The reason (21.14) is more coherent is that the reader cemdaronnection be-
tween the two utterances, in which the second utterancdde®wa potentiat AUSE
or EXPLANATION for the first utterance. This link is harder to form for (21)1%he
possible connections between utterances in a discourdeecspecified as a set 0b-

COHERENCE  herence relations A few such relations, proposed by Hobbs (1979), are givéowbe
The termsS, and.S; represent the meanings of the two sentences being related.

Result: Infer that the state or event asserteddyycauses or could cause the state or
event asserted by .
(21.16)  The Tin Woodman was caught in the rain. His joints rusted.

Explanation: Infer that the state or event assertedfyycauses or could cause the state
or event asserted byp.

(21.17)  John hid Bill's car keys. He was drunk.

Parallel: Inferp(ay, as, ...) from the assertion of, andp(b1, bo, ...) from the assertion
of S1, wherea; andb; are similar, for alk.

(21.18) The Scarecrow wanted some brains. The Tin Woodman wantedras he
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Elaboration: Infer the same propositioR from the assertions &, and.S;.
(21.19) Dorothy was from Kansas. She lived in the midst of the greattd&a prairies.

Occasion: A change of state can be inferred from the assertiosypfvhose final state
can be inferred frond;, or a change of state can be inferred from the assertidf; ,of
whose initial state can be inferred fra%y.

(21.20)  Dorothy picked up the oil-can. She oiled the Tin Woodmanistg

We can also talk about the coherence of an entire discouyseoisidering the
hierarchical structure between coherence relations. i@engassage (21.21).

(21.21) John went to the bank to deposit his paycheck. (S1)
He then took a train to Bill's car dealership. (S2)
He needed to buy a car. (S3)
The company he works for now isn’t near any public transyioma (S4)
He also wanted to talk to Bill about their softball leagues)S

Intuitively, the structure of passage (21.21) is not linene discourse seems to be
primarily about the sequence of events described in see¢e8¢ and S2, whereas
sentences S3 and S5 are related most directly to S2, and 8latied most directly
to S3. The coherence relationships between these sentawmdsin the discourse
structure shown in Figure 21.3.

Occasion ¢1;e2)
S1 1) Explanation ¢2)
S2 (e2) Parallel ¢5;e5)
Explanation ¢s) S5 (e5)

S3 (ea) S4 (e4)

Figure 21.3  The discourse structure of passage (21.21).

Each node in the tree represents a group of locally cohelaunses or sentences,
DISCOURSE  called adiscourse segmentRoughly speaking, one can think of discourse segments
as being analogous to constituents in sentence syntax.

Now that we've seen examples of coherence, we can see maré/diew a coher-
ence relation can play a role in summarization or infornraértraction. For example,
discourses that are coherent by virtue of the Elaboratitatioa are often character-
ized by a summary sentence followed by one or more senteddésgedetail to it, as
in passage (21.19). Although there are two sentences begrevents in this passage,
the Elaboration relation tells us that the same event isgodascribed in each. Au-
tomatic labeling of the Elaboration relation could thus &l information extraction
or summarization system to merge the information from theeseces and produce a
single event description instead of two.
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RST

NUCLEUS
SATELLITE

EVIDENCE

(21.22)

21.2.1 Rhetorical Structure Theory

Another theory of coherence relations that has receiveddrsage iRRhetorical
Structure Theory (RST), a model of text organization that was originally proposed
for the study of text generation (Mann and Thompson, 1987).

RST is based on a set of 2Betorical relationsthat can hold between spans of
text within a discourse. Most relations hold between twa gpans (often clauses or
sentences), aucleusand asatellite. The nucleus is the unit that is more central to
the writer’s purpose, and that is interpretable indepetigiehe satellite is less central,
and generally is only interpretable with respect to the eusl

Consider thé&videncerelation, in which a satellite presents evidence for th@pro
sition or situation expressed in the nucleus:

Kevin must be here. His car is parked outside.

RST relations are traditionally represented graphicdlig; asymmetric Nucleus-
Satellite relation is represented with an arrow from theltg to the nucleus:

/

Kevin must be here. His car is parked outside

In the original (Mann and Thompson, 1987) formulation, anTR&ation is for-
mally defined by a set afonstraintson the nucleus and satellite, having to do with the
goals and beliefs of the writer (W) and reader (R), and byeffiect on the reader (R).
The Evidence relation, for example, is defined as follows:

Relation Name: Evidence

Constraints on N: R might not believe N to a degree satisfad¢toW
Constraints on S: R believes S or will find it credible
Constraints on N+S: R’s comprehending S increases R'sflodlié
Effects: R’s belief of N is increased

There are many different sets of rhetorical relations in R8d related theories and
implementations. The RST TreeBank (Carlson et al., 20@t)ekample, defines 78
distinct relations, grouped into 16 classes. Here are samemn RST relations, with
definitions adapted from Carlson and Marcu (2001).

Elaboration: There are various kinds of elaboration relations; in ead tre satel-
lite gives further information about the content of the .

[~ The company wouldn’t elaborate § Eiting competitive reasons]

Attribution: The satellite gives the source of attribution for an inseaotreported
speech in the nucleus.

[s Analysts estimated,] that sales at U.S. stores declined in the quarter, too]

Contrast: This is a multinuclear relation, in which two or more nuclentrast along
some important dimension:

[~ The priest was in a very bad tempen] put the lama was quite happy.]



12 Chapter 21. Computational Discourse

List: In this multinuclear relation, a series of nuclei is giverith@ut contrast or
explicit comparison:

[~ Billy Bones was the mate; \f Long John, he was quartermaster]
Background: The satellite gives context for interpreting the nucleus:
[s T is the pointer to the root of a binary treex [nitialize T.]

Just as we saw for the Hobbs coherence relations, RST medaten be hierarchi-
cally organized into an entire discourse tree. Fig. 21.4vshane from Marcu (2000a)
for the text in (21.23) from the Scientific American magazine

(21.23)  With its distant orbit—50 percent farther from the sun thamntk-and slim atmospheric
blanket, Mars experiences frigid weather conditions. &eftemperatures typically
average about -60 degrees Celsius (-76 degrees Fahraattbi)equator and can dip
to -123 degrees C near the poles. Only the midday sun at &idpittudes is warm
enough to thaw ice on occasion, but any liquid water formedismway would
evaporate almost instantly because of the low atmosphergspre.

Title 2-9
N(I;Zs evidence
/\
2-3 4-9
background elaboration-additional
L
2 3) 4.5 69
With its Mars
distant orbit experiences
<p>-- 50 frigid weather List Contrast
percent conditions.
farther from 4) (5) 6-7 8-9
the sun than Surface and can dip . )
Earth -- </p> temperatures to -123 purpose explanation-argumentative
and slim typically average degrees C ‘-~
atmospheric about -60 . near the (6) (7) (8) )
blanket, degrees Celsius poles. Only the to thaw ice but any liquid water because of
<p> (-76 degrees midday sunat  on occasion, formed in this way the low
Fahrenheit)</p> tropical latitudes would evaporate atmospheric
at the equator is warm enough almost instantly pressure.
Figure 21.4 A discourse tree for the Scientific American text in (21.28pm Marcu (2000a). Note that
asymmetric relations are represented with a curved arrom the satellite to the nucleus.

See the end of the chapter for pointers to other theoriestdremce relations and
related corpora, and Ch. 23 for the application of RST andlairooherence relations
to summarization.

21.2.2 Automatic Coherence Assignment

Given a sequence of sentences, how can we automaticallynde&ethe coherence

relations between them? Whether we use RST, Hobbs, or ohe afdny other sets of

relations (see the end of the chapter), we call this tasierence relation assignment

If we extend this task from assigning a relation between temtences to the larger

goal of extracting a tree or graph representing an entimdise, the terndiscourse
DISCOURSE PARSING parsing is often used.
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CUE PHRASE
DISCOURSE MARKER

CONNECTIVES

(21.24)

SENTENTIAL

(21.25)
(21.26)

(21.27)

Both of these tasks are quite difficult, and remain unsolmthaesearch problems.
Nonetheless, a variety of methods have been proposed, dinid section we describe
shallow algorithms based ame phrases In the following section we sketch a more
sophisticated but less robust algorithm basedlodguction.

A shallow cue-phrase-based algorithm for coherence didrabas three stages:

1. Identify the cue phrases in a text
2. Segment the text into discourse segments, using cuegshras

3. Classify the relationship between each consecutivedise segment, using cue
phrases.

We said earlier that aue phrase(or discourse markeror cue word) is a word
or phrase that functions to signal discourse structureg@alby by linking together
discourse segments. In Sec. 21.1 we mentioned cue phrafesgumes likgoining us
now is(PERSON (for broadcast news segmentationfafowing word is the name of
a neighborhoodfor real estate ad segmentation). For extracting coheresiations,
we rely on cue phrases callednnectives which are often conjunctions or adverbs,
and which give us a ‘cue’ to the coherence relations that hetdieen segments. For
example, the connectigecausestrongly suggests theExPLANATION relation in pas-
sage (21.24).

John hid Bill's car keys becau$e was drunk.

Other such cue phrases includkhough but, for example yet with, andand
Discourse markers can be quite ambiguous between tisseurseuses and non-
discourse relatedentential uses. For example, the wovdth can be used as a cue
phrase as in (21.25), or in a sentential use as in (2%.26)

With its distant orbit, Mars exhibits frigid weather conditions
We can see Marwith an ordinary telescope.

Some simple disambiguation of the discourse versus ségitase of a cue phrase
can be done with simple regular expressions, once we havernsenboundaries. For
example, if the word&Vith or Yetare capitalized and sentence-initial, they tend to
be discourse markers. The worbdscauseor wheretend to be discourse markers if
preceded by a comma. More complete disambiguation reqthiee®/SD techniques
of Ch. 20 using many other features. If speech is availallegxample, discourse
markers often bear different kinds of pitch accent thanesgrel uses (Hirschberg and
Litman, 1993).

The second step in determining the correct coherencearlatio segment the text
into discourse segmentsDiscourse segments generally correspond to clauses or sen
tences, although sometimes they are smaller than clausary Elgorithms approx-
imate segmentation by using entire sentences, employmgédhtence segmentation
algorithm of Fig.?? (page??), or the algorithm of Se®@?.

Often, however, a clause or clause-like unit is a more apatgpsize for a dis-
course segment, as we see in the following examples from&jmrand Lapata (2004):

[We can’t win] [but we must keep tryingldONTRAST)

1 Where perhaps it will be a cue instead for the semanticirdgd RUMENT
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(21.28)

(21.29)

(21.30)

(21.31)

(21.32)

(21.33)

[The ability to operate at these temperature is advantajefinecause the devices need less
thermal insulation] EXPLANATION)

One way to segment these clause-like units is to use hartewsegmentation
rules based on individual cue phrases. For example, if teeptuaseéBecauseccurs
sentence-initially and is eventually followed by a commsi(a(21.29)), it may begin
a segment (terminated by the comma) that relates to theeckdtesr the comma. |If
becauseccurs sentence-medially, it may divide the sentence iqieegious and fol-
lowing discourse segment (as in (21.30)). These cases cdistirguished by hand-
written rules based on punctuation and sentence boundaries

[Becauseof the low atmospheric pressure,] [any liquid water wouldmwate
instantly]

[Any liquid water would evaporate instantly] [becawsfehe low atmospheric
pressure.]

If a syntactic parser is available, we can write more compkegmentation rules
making use of syntactic phrases.

The third step in coherence extraction is to automaticddgsify the relation be-
tween each pair of neighboring segments. We can again wis for each discourse
marker, just as we did for determining discourse segmennthaties. Thus a rule
could specify that a segmenting beginning with sentenit&lirBecausas a satellite
in a CAUSE relationship with a nucleus segment that follows the comma.

In general, the rule-based approach to coherence extnagties not achieve ex-
tremely high accuracy. Partly this is because cue phrasesmabiguoushecausgefor
example, can indicate bottAUSE andEVIDENCE, but can indicateCONTRAST, AN-
TITHESIS, andCONCESSION and so on. We need additional features than just the cue
phrases themselves. But a deeper problem with the ruledbasthod is that many
coherence relations are not signaled by cue phrases ahale IRST corpus of Carl-
son et al. (2001), for example, Marcu and Echihabi (2002hébthat only 61 of the
238CcONTRASTrelations, and only 79 of the 3@XPLANATION-EVIDENCE relations,
were indicated by explicit cue phrases. Instead, many eolterrelations are signalled
by more implicit cues. For example, the following two semmenare in th€ ONTRAST
relation, but there is no explicit contrastor but connective beginning the second
sentence:

The $6 billion that some 40 companies are looking to raisaényear ending March
31 compares with only $2.7 billion raised on the capital neaik the previous fiscal
year

In fiscal 1984 before Mr. Gandhi came to power, only $810 orillivas raised.
How can we extract coherence relations between discouggaesds if no cue

phrases exist? There are certainly many implicit cues tleateuld use. Consider
the following two discourse segments:

[l don't want a truck;] [I'd prefer a convertible.]

ThecoNTRASTrelation between these segments is signalled by their syozar-
allelism, by the use of negation in the first segment, and leylékical coordinate
relation betweeronvertibleandtruck. But many of these features are quite lexical,
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requiring a large number of parameters which couldn’t beégon the small amount
of labeled coherence relation data that currently exists.

This suggests the use bbotstrapping to automatically label a larger corpus with
coherence relations that could then be used to train these empensive features. We
can do this by relying on discourse markers that are veryngttmambiguous cues
for particular relations. For exampt®nsequentlys an unambiguous signal f&e-
SULT, in other wordsfor SUMMARY, for example€or ELABORATION, andsecondlyfor
CONTINUATION. We write regular expressions to extract pairs of discoseggments
surrounding these cue phrases, and then remove the cuegplinasselves. The re-
sulting sentence pairs, without the cue phrases, are usesigservised training set for
these coherence relations.

Given this labeled training set, any supervised machineieg method may be
used. Marcu and Echihabi (2002), for example, use a naive8elassifier based only
on word-pair feature$w, w2 ), where the first wordv; occurs in the first discourse
segment, and the secomg occurs in the following segment. This feature captures
lexical relations likeconvertiblétruck above. Sporleder and Lascarides (2005) include
other features, including individual words, parts of spger stemmed words in the
left and right discourse segment. They found, for exampkgt, words likeother, still,
andnotwere chosen by feature selection as good cuesdwTRAST. Words likeso,
indeed andundoubtedlyere chosen as cues fRESULT.

21.3 REFERENCERESOLUTION

(21.34)

REFERENCE

REFERENCE
RESOLUTION

REFERRING
EXPRESSION

REFERENT

”

and even Stigand, the patriotic archbishop of Canterbonnd it advisable—
‘Found WHAT?’ said the Duck.

‘Found IT, the Mouse replied rather crossly: ‘of course yaow what "it” means.’

‘I know what “it” means well enough, when | find a thing,” saltetDuck: ‘it's generally

a frog or a worm. The question is, what did the archbishop find?
Lewis Carroll, Alice in Wonderland

In order to interpret the sentences of any discourse, we toelatow who or what
entity is being talked about. Consider the following passag

Victoria Chen,Chief Finarcial Officerof MegabucksBanking Corp since 2004, saw
her pay jump 20%, to $1.3 million, ake 37-yearold also becamthe Derver-based
finarcial-sevicescompany’spresdent. It has been ten years sirgtee came to
Megabucks from rival Lotsabucks. -

In this passage, each of the underlined phrases is used bpédh&er to denote one
person named Victoria Chen. We refer to this use of linguistipressions lik@er or
Victoria Chento denote an entity or individual asference In the next few sections
of this chapter we study the problemrefference resolution Reference resolution is
the task of determining what entities are referred to by Whiguistic expressions.

We first define some terminology. A natural language expoesssed to perform
reference is called eeferring expression and the entity that is referred to is called
thereferent. Thus,Victoria Chenandshein passage (21.34) are referring expressions,
and Victoria Chen is their referent. (To distinguish betweeferring expressions and
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COREFER

ANTECEDENT

ANAPHORA
ANAPHORIC

DISCOURSE
CONTEXT

SITUATIONAL
CONTEXT

DISCOURSE MODEL

EVOKED
ACCESSED

COREFERENCE
RESOLUTION

COREFERENCE
CHAIN

their referents, we italicize the former.) As a convenidmrghand, we will sometimes
speak of a referring expression referring to a referent, egmight say thagherefers
to Victoria Chen. However, the reader should keep in mindwisat we really mean
is that the speaker is performing the act of referring to dfiet Chen by utteringhe
Two referring expressions that are used to refer to the samity are said tacorefer;
thus Victoria Chenand she corefer in passage (21.34). There is also a term for a
referring expression that licenses the use of another,e@nwdtly that the mention of
Johnallows John to be subsequently referred to usiag/NVe callJohntheantecedent
of he Reference to an entity that has been previously introdidedhe discourse is
calledanaphora, and the referring expression used is said tamephoric. In passage
(21.34), the pronounsheandher, and the definite NFPhe 37-year-oldare therefore
anaphoric.

Natural languages provide speakers with a variety of waysfer to entities. Say
that your friend has a 1961 Ford Falcon automobile and you tearefer to it. De-
pending on the operatiwdiscourse contextyou might sayit, this, that, this car, that
car, the car the Ford the Falcon or my friend’s car among many other possibilities.
However, you are not free to choose between any of thesenaliegs in any con-
text. For instance, you cannot simply sayr the Falconif the hearer has no prior
knowledge of your friend’s car, it has not been mentioneatsefand it is not in the
immediate surroundings of the discourse participants ¢he situational context of
the discourse).

The reason for this is that each type of referring expressimodes different sig-
nals about the place that the speaker believes the referenpi@s within the hearer’s
set of beliefs. A subset of these beliefs that has a spe@alssform the hearer’s
mental model of the ongoing discourse, which we calliscourse model(Webber,
1978). The discourse model contains representations @ties that have been re-
ferred to in the discourse and the relationships in whicly fheticipate. Thus, there
are two components required by a system to successfullspiretie(or produce) refer-
ring expressions: a method for constructing a discourseeihtbat evolves with the
dynamically-changing discourse it represents, and a mdtiramapping between the
signals that various referring expressions encode and aheehs set of beliefs, the
latter of which includes this discourse model.

We will speak in terms of two fundamental operations to thecolirse model.
When a referent is first mentioned in a discourse, we say thepresentation for it
is evokedinto the model. Upon subsequent mention, this representéiaccessed
from the model. The operations and relationships are itistl in Figure 21.5. As we
will see in Sec. 21.8, the discourse model plays an importdatin how coreference
algorithms are evaluated.

We are now ready to introduce two reference resolution tastieference reso-
lution and pronominal anaphora resolution. Coreference resolution is the task of
finding referring expressions in a text that refer to the santéy, i.e. finding expres-
sions thatorefer. We call the set of coreferring expressionsogeference chain For
example, in processing (21.34), a coreference resolutgorithm would need to find
four coreference chains:

1. { Victoria Chen Chief Financial Officer of Megabucks Banking Corp since 19, the
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PRONOMINAL
ANAPHORA
RESOLUTION

(21.35)

Discourse Model °

@a'ﬂ':

[ ]
refer (access)

? refer (evoke)
— "John'" "he"

Figure 21.5 Reference operations and relationships with respect isiceurse model.

37-year-old the Denver-based financial-services company’s presi&g
2. { Megabucks Banking Corghe Denver-based financial-services compaiggabucks

3. { her pay}
4. { Lotsabucks

Coreference resolution thus requires finding all referexgressions in a discourse,
and grouping them into coreference chains. By contmstiominal anaphora res-
olution is the task of finding the antecedent for a single pronounetample, given
the pronourher, our task is to decide that the antecedertiafis Victoria Chen Thus
pronominal anaphora resolution can be viewed as a subtaskefierence resolutioh.

In the next section we introduce different kinds of refeepbenomena. We then
give various algorithms for reference resolution. Pronmhanaphora has received
a lot of attention in speech and language processing, andeseilvintroduce three
algorithms for pronoun processing: th@®bbs algorithm, aCentering algorithm, and
a log-linear (MaxEnt) algorithm. We then give an algorithm for the morengel
coreference resolution task.

We will see that each of these algorithms focuses on resphéference to enti-
ties or individuals. It is important to note, however, th&adurses do include ref-
erence to many other types of referents than entities. @enshe possibilities in
example (21.35), adapted from Webber (1991).

According to Doug, Sue just bought a 1961 Ford Falcon.

a. Butthatturned out to be a lie.

b. Butthatwas false.

c. Thatstruck me as a funny way to describe the situation.
d. Thatcaused a financial problem for Sue.

The referent ofhatis a speech act (see Ch. 24) in (21.35a), a proposition 1352},

a manner of description in (21.35c), and an event in (21.35dhe field awaits the
development of robust methods for interpreting these tgpesference.

2 Although technically there are cases of anaphora that areases of coreference; see van Deemter and
Kibble (2000) for more discussion.
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21.4 REFERENCEPHENOMENA

The set of referential phenomena that natural languagesderds quite rich indeed.
In this section, we provide a brief description of severaibaeference phenomena,
surveying five types of referring expressiomdefinite noun phrasegslefinite noun
phrases pronouns demonstrativesand names We then summarize the way these
referring expressions are used to encgden and new information, along the way
introducing two types of referents that complicate the nexiee resolution problem:
inferrablesandgenerics

21.4.1 Five Types of Referring Expressions

Indefinite Noun Phrases Indefinite reference introduces entities that are new to the
hearer into the discourse context. The most common formdfinite reference is
marked with the determiner(or an), but it can also be marked by a quantifier such as
someor even the determinéhis:

(21.36) (a) Mrs. Martin was so very kind as to send Mrs. Goddalgbautiful goose
(b) He had gone round one day to bring Beme walnuts
(c) I sawthis beautiful Ford Falcorioday.

Such noun phrases evoke a representation for a new entitgatisfies the given de-
scription into the discourse model.

The indefinite determinea does not indicate whether the entity is identifiable to
the speaker, which in some cases leads $pecifiénon-specifiambiguity. Example
(21.36a) only has the specific reading, since the speakex paticular goose in mind,
particularly the one Mrs. Martin sent. In sentence (21.8n)the other hand, both
readings are possible.

(21.37) |1 am going to the butchers to buy a goose.
That is, the speaker may already have the goose picked adifisp, or may just be
planning to pick one out that is to her liking (nonspecific).

Definite Noun Phrases Definite reference is used to refer to an entity that is idienti
able to the hearer. An entity can be identifiable to the heageause it has been men-
tioned previously in the text, and thus is already represkint the discourse model:

(21.38) It concerns a white stallion which | have sold to an officert Bie pedigree othe
white stallionwas not fully established.

Alternatively, an entity can be identifiable because it istamed in the hearer’s set
of beliefs about the world, or the uniqueness of the objeiotgied by the description
itself, in which case it evokes a representation of the egfieinto the discourse model,
asin (21.39):

(21.39) Iread aboutitinThe New York Times

Pronouns Another form of definite reference is pronominalizatiotustrated in ex-
ample (21.40).

(21.40) Emma smiled and chatted as cheerfullyshecould,
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SALIENCE

(21.41)

CATAPHORA

(21.42)

BOUND

(21.43)

PROXIMAL
DEMONSTRATIVE
DISTAL
DEMONSTRATIVE

(21.44)

(21.45)

The constraints on using pronominal reference are strahgerfor full definite noun
phrases, requiring that the referent have a high degreetighticn or saliencein the
discourse model. Pronouns usually (but not always) refemtd@ies that were intro-
duced no further than one or two sentences back in the onglisecgurse, whereas
definite noun phrases can often refer further back. Thisustiated by the difference
between sentences (21.41d) and (21.41d").

a. John went to Bob’s party, and parked next to a classic FalabR.
b. He went inside and talked to Bob for more than an hour.

c. Bob told him that he recently got engaged.

d. ?7? He also said that he bougthgesterday.

d. He also said that he bougtite Falconyesterday.

By the time the last sentence is reached, the Falcon no Idvagehe degree of salience
required to allow for pronominal reference to it.

Pronouns can also participate éataphora, in which they are mentioned before
their referents are, as in example (21.42).

Even beforeshesawit, Dorothy had been thinking about the Emerald City every day.

Here, the pronournsheandit both occuibeforetheir referents are introduced.
Pronouns also appear in quantified contexts in which theycansidered to be
bound, as in example (21.43).

Every dancer broughter left arm forward.

Under the relevant readinfer does not refer to some woman in context, but instead
behaves like a variable bound to the quantified expressieny dancer We will not
be concerned with the bound interpretation of pronounsigadhapter.

Demonstratives Demonstrative pronouns, likhis andthat, behave somewhat dif-
ferently than simple definite pronouns like They can appear either alone or as deter-
miners, for instancehis ingredientthat spice Thisandthatdiffer in lexical meaning;
(this, theproximal demonstrative, indicating literal or metaphorical closeness, while
that, thedistal demonstrativeindicating literal or metaphorical distance (further away
in time, as in the following example)):

| just bought a copy of Thoreau#/alden | had bought one five years agbhat one
had been very tatterethis onewas in much better condition.

Note thatthis NPis ambiguous; in colloquial spoken English, it can be ind&fjn
asin (21.36), or definite, as in (21.44).

Names Names are a very common form of referring expression, inetyidames of
people, organizations, and locations, as we saw in the sifmu of named entities in
Sec.??. Names can be used to refer to both new and old entities inisiceutse:

a. Miss Woodhousecertainly had not done him justice.

b. International Business Machinessought patent compensation from Amazon;
[.B.M. had previously sued other companies.
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(21.46)

21.4.2 Information Status

We noted above that the same referring expressions (suchmsindefinite NPs) can
be used to introduce new referents, while other expresgsoich as many definite NPs,
or pronouns) can be used to refer anaphorically to old rater& his idea of studying
the way different referential forms are used to provide neald information is called
information status or information structure .

There are a variety of theories that express the relationd®t different types of
referential form and the informativity or saliency of théer@nt in the discourse. For
example, thegivenness hierarchy(Gundel et al., 1993) is a scale representing six
kinds of information status that different referring exgsi®n are used to signal:

The givenness hierarchy:
uniquely type
in focus> activated> familiar > identifiable> referential> identifiable

that
{it} { this } {that N}  {the N} {indef. thisN} {aN}
thisN

The relatedaccessibility scaleof Ariel (2001) is based on the idea that referents
that are more salient will be easier for the hearer to call tedmand hence can be
referred to with less linguistic material. By contrast,sleslient entities will need a
longer and more explicit referring expression to help tharberecover the referent.
The following shows a sample scale going from low to high asitslity:

Full name > long definite description> short definite description> last name
> first name> distal demonstrative- proximate demonstrative NP > stressed
pronoun> unstressed pronoun

Note that accessibility correlates with length, with lessessible NPs tending to
be longer. Indeed, if we follow a coreference chain in a disse, we will often find
longer NPs (for example long definition descriptions witlatige clauses) early in the
discourse, and much shorter ones (for example pronoues)itethe discourse.

Another perspective, based on the work of (Prince, 1998),amalyze information
status in terms of two crosscutting dichotomibsarer statusanddiscourse status
Thehearer statuof a referent expresses whether it is previously known tdhdeger,
or whether it is new. Theliscourse statugxpresses whether the referent has been
previously mentioned in the discourse.

The relationship between referring expression form anorinition status can be
complicated; we summarize below three such complicatigpfa (the use ofn-
ferrables, generics andnon-referential forms):

Inferrables: In some cases, a referring expression does not refer to &y trat
has been explicitly evoked in the text, but instead one thanferentially related to
an evoked entity. Such referents are callgf@rrables, bridging inferences or me-
diated(Haviland and Clark, 1974; Prince, 1981; Nissim et al., 900énsider the
expressiona doorandthe enginen sentence (21.46).

| almost bought a 1961 Ford Falcon today, awtoorhad a dent anthe engine
seemed noisy.
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(21.47)

(21.48)

PLEONASTIC
CLEFTS

(21.49)

The indefinite noun phrasedoorwould normally introduce a new door into the dis-
course context, but in this case the hearer is to infer samgethore: that it is not just
any door, but one of the doors of the Falcon. Similarly, the ofthe definite noun
phrasethe enginenormally presumes that an engine has been previously evarkisd
otherwise uniquely identifiable. Here, no engine has be@ficitky mentioned, but
the hearer makes laridging inference to infer that the referent is the engine of the
previously mentioned Falcon.

Generics: Another kind of expression that does not refer back to aryeexiplicitly
evoked in the text igenericreference. Consider example (21.47).

I'm interested in buying a Mac laptofheyare very stylish.

Here,theyrefers, not to a particular laptop (or even a particular $daptops), but
instead to the class of Mac laptops in general. Similarky,gtonounyoucan be used
generically in the following example:

In March in Bouldelyouhave to wear a jacket.

Non-referential uses: Finally, some non-referential forms bear a confusing super
ficial resemblance to referring expressions. For exampldufition to its referring
usages, the worit can be used ipleonasticcases liket is raining, in idioms like hit

it off, or in particular syntactic situations liketefts (21.49a) oextraposition (21.49b):

(a) It was Frodo who carried the ring.
(b) It was good that Frodo carried the ring.

21.5 HATURES FORPRONOMINAL ANAPHORA RESOLUTION

We now turn to the task of resolving pronominal referencegdneral, this problem is
formulated as follows. We are given a single pronole, (him, she, her, iand some-
timesthey/then), together with the previous context. Our task is to find thieeedent
of the pronoun in this context. We present three systemshiertask; but first we
summarize useful constraints on possible referents.

We begin with five relatively hard-and-fast morphosyntaétiatures that can be
used to filter the set of possible referenteamber, person gender, and binding
theory constraints.

Number Agreement: Referring expressions and their referents must agree i num
ber; for English, this means distinguishing betwestmgular and plural references.
Englishshe/her/he/him/his/iare singularwe/us/they/therare plural, and/ouis un-
specified for number. Some illustrations of the constraintaumber agreement:

John has a Ford Falcon. Itis red. * John has a Ford Falcon. diteesed.
John has three Ford Falcons. They are red. * John has thrdd-Btmons. It is red.

We cannot always enforce a very strict grammatical notionushber agreement,
since sometimes semantically plural entities can be reddw by eitheit or they.
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(21.50)

(21.51)
(21.52)

(21.53)
(21.54)
(21.55)
(21.56)
(21.57)

REFLEXIVES

BINDING THEORY

(21.58)

IBM announced a new machine translation product yestefttagyhave been
working on it for 20 years.

Person Agreement: English distinguishes between three forms of person: fest;
ond, and third. The antecedent of a pronoun must agree watpribnoun in number.
A first person pronounl{ me my) must have a first person anteceddnti{e or my).
A second person pronougiduor your) must have a second person antecedgmi ¢r
your). A third person pronourhg, she, they, him, her, them, his, her, theiust have
a third person antecedent (one of the above or any other noase).

Gender Agreement: Referents also must agree with the gender specified by the re-
ferring expression. English third person pronouns distisiy betweemale (he, him,

his), female (she, hey andnonpersonal(it) genders. Unlike in some languages, En-
glish male and female pronoun genders only apply to aninratges; inanimate enti-

ties are always nonpersonal/neuter. Some examples:

John has a Ford. He is attractive. (he=John, not the Ford)
John has a Ford. It is attractive. (it=the Ford, not John)

Binding Theory Constraints: Reference relations may also be constrained by the
syntactic relationships between a referential expresaioia possible antecedent noun
phrase when both occur in the same sentence. For instaegerdhouns in all of the
following sentences are subject to the constraints inditat brackets.

John bought himself a new Ford. [himselfohn]

John bought him a new Ford. [hi#dohn]

John said that Bill bought him a new Ford. [hifBill]

John said that Bill bought himself a new Ford. [himseill]
He said that he bought John a new Ford. {Helin; hetJohn]

English pronouns such dgmself herself andthemselvesre calledreflexives
Oversimplifying the situation, a reflexive corefers witke thubject of the most imme-
diate clause that contains it (ex. 21.53), whereas a noriefleannot corefer with this
subject (ex. 21.54). That this rule applies only for the sabpf the most immediate
clause is shown by examples (21.55) and (21.56), in whicloip®site reference pat-
tern is manifest between the pronoun and the subject of tiigehisentence. On the
other hand, a full noun phrase likwhncannot corefer with the subject of the most
immediate clause nor with a higher-level subject (ex. 2)L.57

These constraints are often called Hieding theory (Chomsky, 1981), and quite
complicated versions of these constraints have been pedpds complete statement
of the constraints requires reference to semantic and fatbtrs, and cannot be stated
purely in terms of syntactic configuration. Nonetheless tlie@ algorithms discussed
later in this chapter we will assume a simple syntactic aotofirestrictions on in-
trasentential coreference.

Selectional Restrictions: The selectional restrictions that a verb places on its argu-
ments (see Ch. 19) may be responsible for eliminating refsras in example (21.58).

John parked his car in the garage after driving it around éars.
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(21.59)

(21.60)

(21.61)

(21.62)

(21.63)

There are two possible referents fgithe car and the garage. The verive, however,
requires that its direct object denote something that cadriken, such as a car, truck,
or bus, but not a garage. Thus, the fact that the pronoun eppsathe object of
drive restricts the set of possible referents to the car. Seleaitiestrictions can be
implemented by storing a dictionary of probabilistic degencies between the verb
associated with the pronoun and the potential referent.

Recency: We next turn to features for predicting the referent of a pronthat are
less hard-and-fast. Entities introduced in recent uttgatend to be more salient than
those introduced from utterances further back. Thus, imgxa (21.59), the pronoun
it is more likely to refer to Jim’s map than the doctor’'s map.

The doctor found an old map in the captain’s chest. Jim foumelvan older map
hidden on the shelf. It described an island.

Grammatical Role: Many theories specify a salience hierarchy of entities ihat
ordered by the grammatical position of the expressions hvdienote them. These
typically treat entities mentioned in subject position asg@salient than those in object
position, which are in turn more salient than those mentianesubsequent positions.

Passages such as (21.60) and (21.61) lend support for suehagchy. Although
the first sentence in each case expresses roughly the sap@sipianal content, the
preferred referent for the pronoune varies with the subject in each case — John in
(21.60) and Bill in (21.61).

Billy Bones went to the bar with Jim Hawkins. He called for agg of rum.
[he =Billy ]

Jim Hawkins went to the bar with Billy Bones. He called for agg of rum.
[he =Jim]

Repeated Mention: Some theories incorporate the idea that entities that hega b
focused on in the prior discourse are more likely to contitaulee focused on in sub-
sequent discourse, and hence references to them are nalyetdibbe pronominalized.

For instance, whereas the pronoun in example (21.61) haaslita preferred interpre-
tation, the pronoun in the final sentence of example (21.63)Ioe more likely to refer

to Billy Bones.

Billy Bones had been thinking about a glass of rum ever sihegtrate ship docked.
He hobbled over to the Old Parrot bar. Jim Hawkins went with.Hie called for a
glass of rum. [ he = Billy ]

Parallelism: There are also strong preferences that appear to be indycedral-
lelism effects, as in example (21.63).

Long John Silver went with Jim to the Old Parrot. Billy Bonesntwith him to the
Old Anchor Inn. [ him = Jim ]

The grammatical role hierarchy described above ranks Lohg Silver as more salient
than Jim, and thus should be the preferred referemimf Furthermore, there is no
semantic reason that Long John Silver cannot be the refefdahethelesshim is
instead understood to refer to Jim.
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(21.64)
(21.65)

Verb Semantics Certain verbs appear to place a semantically-oriented agiplon
one of their argument positions, which can have the effedtia$ing the manner in
which subsequent pronouns are interpreted. Compare sesté?l.64) and (21.65).

John telephoned Bill. He lost the laptop.
John criticized Bill. He lost the laptop.

These examples differ only in the verb used in the first sextgret the subject pronoun
in passage (21.64) is typically resolved to John, whereagrtbnoun in passage (21.65)
is resolved to Bill. It has been argued that this effect tssiubm what the “implicit
causality” of a verb: the implicit cause of a “criticizing¥ent is considered to be
its object, whereas the implicit cause of a “telephoninggravis considered to be its
subject. This emphasis results in a higher degree of saliéorcthe entity in this
argument position.

21.6 THREE ALGORITHMS FOR PRONOMINAL ANAPHORA RESOLY

HOBBS ALGORITHM

TION

21.6.1 Pronominal Anaphora Baseline: The Hobbs Algorithm

The first of the three algorithms we present for pronominaldrora resolution is the
Hobbs algorithm. The Hobbs algorithm (the simpler of two algorithms presdrarig-
inally in Hobbs (1978)) depends only on a syntactic parses almorphological gender
and number checker. For this reason it is often used as afmsdien evaluating new
pronominal anaphora resolution algorithms.

The input to the Hobbs algorithm is a pronoun to be resolvedether with a
syntactic parse of the sentences up to and including themtsentence. The algorithm
searches for an antecedent noun phrase in these trees.tiitierinof the algorithm is
to start with the target pronoun and walk up the parse trelegodotS. For eachV P
or S node that it finds, it does a breadth-first left-to-right sbaof the node’s children
to the left of the target. As each candidate noun phrase goged, it is checked for
gender, number, and person agreement with the pronoun. réfecent is found, the
algorithm performs the same breadth-first search on pregesintences.

The Hobbs algorithm does not capture all the constraintpagférences on pronom-
inalization described above. It does, however, approartiegbinding theoryrecency
andgrammatical rolepreferences by the order in which the search is performetl, an
thegender person andnumberconstraints by a final check.

An algorithm that searches parse trees must also specifgrargar, since the as-
sumptions regarding the structure of syntactic trees \ifilich the results. A fragment
for English that the algorithm uses is given in Figure 21.6e Bteps of thélobbs
algorithm are as follows:

1. Begin at the noun phrase (NP) node immediately domingti@gronoun.

2. Go up the tree to the first NP or sentence (S) node encodnt€adl this node
X, and call the path used to reachpit
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S — NP VP
, PP\’
NP (Det) Nominal ({ Rel})

pronoun
determiner

Det — { NP 's }

PP — preposition NP

Nominal — noun(PP)*

Rel — wh-word S

VP — verb NP(PP)*

Figure 21.6 A grammar fragment for the Tree Search algorithm.

3. Traverse all branches below node X to the left of patha left-to-right, breadth-
first fashion. Propose as the antecedent any NP node thatasietered which
has an NP or S node between it and X.

4. If node X is the highest S node in the sentence, traverssutiace parse trees
of previous sentences in the text in order of recency, the neegent first; each
tree is traversed in a left-to-right, breadth-first manaad when an NP node is
encountered, it is proposed as antecedent. If X is not theelsigS node in the
sentence, continue to step 5.

5. From node X, go up the tree to the first NP or S node encouht&al this new
node X, and call the path traversed to reagh it

6. If X is an NP node and if the paghto X did not pass through the Nominal node
that X immediately dominates, propose X as the antecedent.

7. Traverse all branches below node X toligfeof path p in a left-to-right, breadth-
first manner. Propose any NP node encountered as the antécede

8. If Xis an S node, traverse all branches of node X taitet of pathp in a left-to-
right, breadth-first manner, but do not go below any NP or Serexttountered.
Propose any NP node encountered as the antecedent.

9. Goto Step 4.

Demonstrating that this algorithm yields the correct cerefice assignments for an
example sentence is left as Exercise 21.2.

Most parsers return number information (singular or plyr@hd person informa-
tion is easily encoded by rule for the first and second personquns. But parsers for
English rarely return gender information for common or mopouns. Thus the only
additional requirement to implementing the Hobbs algonitthesides a parser, is an
algorithm for determining gender for each antecedent nduage.

One common way to assign gender to a noun phrase is to exteatietad noun,
and then use WordNet (Ch. 19) to look at the hypernyns of tlael Ineun. Ancestors
like personor living thing indicate an animate noun. Ancestors lfkenaleindicate a
female noun. A list of personal names associated with gendempatterns likevr .
can also be used (Cardie and Wagstaff, 1999).
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CENTERING THEOR

Y

BACKWARD LOOKING
CENTER

FORWARD LOOKING
CENTER

S

More complex algorithms exist, such as that of Bergsma and2006); Bergsma
and Lin also make freely available a large list of nouns aradr tfautomatically ex-
tracted) genders.

21.6.2 A Centering Algorithm for Anaphora Resolution

The Hobbs algorithm does not use an explicit representatican discourse model.
By contrastCentering theory, (Grosz et al., 1995b, henceforth GJW) is a family of
models which has an explicit representation of a discous@aimand incorporates an
additional claim: that there is a single entity being “ceetd on at any given point
in the discourse which is to be distinguished from all othetitees that have been
evoked. Centering theory has been applied to many problerdsscourse, such as
the computation oéntity-based coherencgin this section we see its application to
anaphora resolution.

There are two main representations tracked in the Centévaugy discourse model.
In what follows, takd/,, andU,, ;; to be two adjacent utterances. Theckward look-
ing centerof U,,, denoted a€’, (U, ), represents the entity currently being focused on
in the discourse aftaV,, is interpreted. Théorward looking centers of U,,, denoted
asC(U,), form an ordered list containing the entities mentionedjn all of which
could serve as thé}, of the following utterance. In fact,(U,,+1) is by definition the
most highly ranked element 6f;(U,,) mentioned inl,, ;1. (The G, of the first utter-
ance in a discourse is undefined.) As for how the entitieseérnCth(U,,) are ordered,
for simplicity’s sake we can use the grammatical role highgbelow?

subject> existential predicate nominal object> indirect object or oblique
> demarcated adverbial PP

As a shorthand, we will call the highest-ranked forwardkiog centerC), (for “pre-
ferred center”).

We describe a centering-based algorithm for pronoun inééaion due to Brennan
et al. (1987, henceforth BFP). (See also Walker et al. (188d)the end of the chapter
for other centering algorithms). In this algorithm, preéat referents of pronouns are
computed from relations that hold between the forward amttlard looking centers
in adjacent sentences. Four intersentential relatiossigpween a pair of utterandés
andU,, 1, are defined which depend on the relationship betwegid/,, 1), Cy,(U.,),
andC,(Up41); these are shown in Figure 21.7.

Cy(Upy1) = Co(Uy) Cy(Uns1) # Cy(Un)
or undefined’}, (U,,)
Cy(Unt1) = Cp(Un1) Continue Smooth-Shift
Cy(Upt1) # Cp(Un+1) Retain Rough-Shift

Figure 21.7  Transitions in the BFP algorithm.

The following rules are used by the algorithm:

3 This is an extended form of the hierarchy used in Brennan é1887), described below.



Section 21.6. Three algorithms for pronominal anaphoralugisn 27
e Rule 1: If any element o€’/ (U,,) is realized by a pronoun in utterant®_ 1,
thenCy,(U,,+1) must be realized as a pronoun also.
e Rule 2: Transition states are ordered. Continue is preféo®etain is preferred
to Smooth-Shift is preferred to Rough-Shift.
Having defined these concepts and rules, the algorithm isetbés follows.
1. Generate possibte,-C'y combinations for each possible set of reference assign-
ments .
2. Filter by constraints, e.g., syntactic coreference taitgs, selectional restric-
tions, centering rules and constraints.
3. Rank by transition orderings.
The pronominal referents that get assigned are those winéith he most preferred
relation in Rule 2, assuming that Rule 1 and other corefereonstraints (gender,
number, syntactic, selectional restrictions) are notatexd.
Let us step through passage (21.66) to illustrate the akgori
(21.66)  John saw a beautiful 1961 Ford Falcon at the used car deigle(Eh)

He showed it to Bob.{(3)
He boughtit. {U3)

Using the grammatical role hierarchy to order the fr sentencé/; we get:

C¢(Un): {John, Ford, dealershjp

Cyp(Uy): John

Cy(Ur): undefined
Sentencé/; contains two pronoungie which is compatible with John, ang which
is compatible with the Ford or the dealership. John is by d&fmC),(U,), because he
is the highest ranked member@f (U;) mentioned i/, (since he is the only possible
referent forhe). We compare the resulting transitions for each possitiereat ofit.
If we assumaet refers to the Falcon, the assignments would be:

C¢(Us): {John, Ford, Bob

Cy(Uz): John

Cy(Us): John

Result: Continue  @,(U2)=C(Uz); Cy(Uy) undefined)
If we assumaet refers to the dealership, the assignments would be:

Cy(Usz): {John, dealership, Bgb

Cyp(Uz): John

Cy(Us): John

Result: Continue @, (U2)=C}(U2); Cy(U1) undefined)
Since both possibilities result in a Continue transitibie, algorithm does not say which
to accept. Forthe sake of illustration, we will assume tieatdre broken in terms of the
ordering on the previouS’ list. Thus, we will taket to refer to the Falcon instead of

the dealership, leaving the current discourse model assepted in the first possibility
above.
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(21.67)

In sentencd/s, heis compatible with either John or Bob, wheréiais compatible
with the Ford. If we assumieerefers to John, then Johnd$, (Us) and the assignments
would be:

C¢(Us): {John, Ford
Cy,(Us): John
Cy(Us): John
Result: Continue @, (Us)=C(Us)=Cy(U2))
If we assuménerefers to Bob, then Bob i€} (Us) and the assignments would be:

Cy(Us): {Bob, Ford

C,(Us): Bob

Cy(Us): Bob

Result: Smooth-Shift  ,(Us)=Cy(Us); Cy(Usz)#Cy(U2))

Since a Continue is preferred to a Smooth-Shift per Rule I2n J® correctly taken to
be the referent.

The main salience factors that the centering algorithmiiitlyl incorporates in-
clude the grammatical role, recency, and repeated mentefanences. The manner in
which the grammatical role hierarchy affects salienced#ett, since it is the resulting
transition type that determines the final reference asségmsn In particular, a referent
in a low-ranked grammatical role will be preferred to one mare highly ranked role
if the former leads to a more highly ranked transition. Thhe, centering algorithm
may incorrectly resolve a pronoun to a low salience referéat instance, in example
(21.67),

Bob opened up a new dealership last week. John took a look &tttds in his lot. He
ended up buying one.

the centering algorithm will assign Bob as the referent efghbject pronouhein the
third sentence — since Bob (3, (Us), this assignment results in a Continue relation
whereas assigning John results in a Smooth-Shift relation.the other hand, the
Hobbs algorithm will correctly assign John as the referent.

Like the Hobbs algorithm, the centering algorithm requadgll syntactic parse as
well as morphological detectors for gender.

Centering theory is also a model of entity coherence, andéieas implications for
other discourse applications like summarization; seerldeéthe chapter for pointers.

21.6.3 A Log-Linear model for Pronominal Anaphora Resolutm

As our final model of pronominal anaphora resolution, we @nésa simple supervised
machine learning approach, in which we train a log-lineassifier on a corpus in
which the antecedents are marked for each pronoun. Any #gpdrclassifier can
be used for this purpose; log-linear models are popularNaive Bayes and other
classifiers have been used as well.

For training, the system relies on a hand-labeled corpusinmeach pronoun has
been linked by hand with the correct antecedent. The sysesdgito extract positive
and negative examples of anaphoric relations. Positivenples occur directly in the
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(21.68)

training set. Negative examples can be found by pairing pemmoun with some other
noun phrase. Features (discussed in the next section) teeted for each training
observation, and a classifier is trained to predidor the true pronoun-antecedent
pairs, and) for the incorrect pronoun-antecedent pairs.

For testing, just as we saw with as with the Hobbs and Cemjetassifiers, the log-
linear classifier takes as input a pronote,(him, his, she, her, it, they, them, their
together with the current and preceding sentences.

In order to deal with non-referential pronouns, we first filb@it pleonastic pro-
nouns (like the pleonastiit is raining), using hand-written rules based on frequent
lexical patterns.

The classifier then extracts all potential antecedents ygdmparse of the current
and previous sentences, either using a full parser or a siofpinker. Next, each NP
in the parse is considered a potential antecedent for edidwiiog pronoun. Each
pronoun-potential antecedent pair is then presented toldissifier.

21.6.4 Features

Some commonly used features for pronominal anaphora tésohetween a pronoun
Pro; and a potential refereitP; include:

1. strict gender [true or false]. True if there is a strict match in gender (e.g. male
pronounPro; with male antecedenV P;).

2. compatible gender [trueor false]. True if Pro; andN P; are merely compatible
(e.g. male pronou®ro; with antecedendv P; of unknown gender).

3. strict number [true or false] True if there is a strict match in humber (e.g.
singular pronoun with singular antecedent)

4. compatible number [true orfalse]. True if Pro; and N P; are merely compat-
ible (e.g. singular pronouRro; with antecedeniV P; of unknown number).

5. sentence distance [0, 1, 2, 3,...The number of sentences between pronoun and
potential antecedent.

6. Hobbs distance [0, 1, 2, 3,...] The number of noun groups that the Hobbs
algorithm has to skip, starting backwards from the pronduiw;, before the
potential antecedenY P; is found.

7. grammatical role [subject, object, PP] Whether the potential antecedent is a
syntactic subject, direct object, or is embedded in a PP.

8. linguistic form [proper, definite, indefinite, pronoun]. Whether the potential
antecedentV P; is a proper name, definite description, indefinite NP, or a pro
noun.

Fig. 21.8 shows some sample feature values for potentiatadents for the final
Hein Us:

John saw a beautiful 1961 Ford Falcon at the used car dege(sh)
He showed it to Bob.{(>)
He bought it. Us)

The classifier will learn weights indicating which of thesaftures are more likely
to be good predictors of a successful antecedent (e.g. Ieiay the pronoun, in
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He (UQ) it (Ug) Bob (Ug) John Ul)

strict number 1 1 1 1

compatible number 1 1 1 1

strict gender 1 0 1 1

compatible gender 1 0 1 1

sentence distance 1 1 1 2

Hobbs distance 2 1 0 3

grammatical role subject object PP subject

linguistic form pronoun pronoun proper proper

Figure 21.8  Feature values in log-linear classifier, for various prorefiom (21.68).

subject position, agreeing in gender and number). ThusertherHobbs and Centering

algorithms rely on hand-built heuristics for antecedetec®n, the machine learning

classifiers learn the importance of these different featbesed on their co-occurrence
in the training set.

21.7 (COREFERENCERESOLUTION

(21.69)

In the previous few sections, we concentrated on intenpyedi particular subclass of
the reference phenomena that we outlined in Sec. 21.4: ttsme pronouns such
ashe she andit. But for the general coreference task we’ll need to decidetidr
any pair of noun phrases corefer. This means we’ll need tbwiiathe other types
of referring expressions from Sec. 21.4, the most commonhi¢twaredefinite noun
phrasesandnames Let's return to our coreference example, repeated below:

Victoria Chen,Chief Finarcial Officerof MegabucksBanking Corp since 2004, saw
her pay jump 20%, to $1.3 million, dke 37-yearold also becaméhe Derver-based
finarcial-sevicescompany’spresdent. It has been ten years sirstee came to
Megabucks from rival Lotsabucks. -

Recall that we need to extract four coreference chains flosdiata:

1. { Victoria Chen Chief Financial Officer of Megabucks Banking Corp since 19, the
37-year-old the Denver-based financial-services company’s presi&g

2. { Megabucks Banking Corphe Denver-based financial-services compaiggabucks
3. { her pay}
4. { Lotsabucks

As before, we have to deal with pronominal anaphora (figuoinigthather refers
to Victoria Cher). And we still need to filter out non-referential pronouneelithe
pleonastidt in It has been ten yeaysas we did for pronominal anaphora.

But for full NP coreference we'll also need to deal with deBrmoun phrases, to
figure out thathe 37-year-olds coreferent withvictoria Chen andthe Denver-based
financial-services companyg the same abegabucks And we’ll need to deal with
names, to realize thilegabuckss the same aslegabucks Banking Corp
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An algorithm for coreference resolution can use the samdimhegr classifier ar-
chitecture we saw for pronominal anaphora. Thus we’'ll bailtinary classifier which
is given an anaphor and a potential antecedent and retumnttre two are coreferen-
tial) or false (the two are not coreferential). We'll usestllassifier in the resolution
algorithm as follows. We process a document from left totrigfor eachV P; we en-
counter, we'll search backwards through the document exiagieach previous/ P.
For each such potential anteced&n®;, we’ll run our classifier, and if it returns true,
we successfully coinde¥ P; and N P;. The process for eacN P; terminates when
we either find a successful anteced@nP; or reach the beginning of the document.
We then move on to the next anaphor;.

In order to train our binary coreference classifier, just@aspfonoun resolution,
we’'ll need a labeled training set in which each anaphidr; has been linked by hand
with the correct antecedent. In order to build a classifier]lmeed both positive and
negative training examples of coreference relations. Aipegexamples fotV P, is the
noun phraseV P; which is marked as coindexed. We get negative examples biyngai
the anaphotV P; with the intervening NPsVP;.,, N P, » which occur between the
true antecedenV P, and the anaphaV P;.

Next features are extracted for each training observadiod a classifier is trained
to predict whether an P;, N P;) pair corefer or not. Which features should we use
in the binary coreference classifier? We can use all the fesitue used for anaphora
resolution; number, gender, syntactic position, and so Buat we will also need to
add new features to deal with phenomena that are specifione®and definite noun
phrases. For example, we’ll want a feature representindgittehatMegabucksand
Megabucks Banking Coghare the wordlegabucksor thatMegabucks Banking Corp
andthe Denver-based financial-services comphoth end in wordsQorp andcom-
pany) indicating a corporate organization.

Here are some commonly used features for coreference beveanaphoNP;
and a potential antecedeN®; (in addition to the features for pronominal anaphora
resolution listed on page 29):

1. anaphor edit distance [0,1,2,...,] The characteminimum edit distance from
the potential antecedent to the anaphor. Recall from Cha8ttie character
minimum edit distance is the minimum number of charactetirgglioperations
(insertions, substitutions, deletions) necessary to tuma string into another.
More formally,

— ) d
100 x M lsHitd)

given the antecedent length, and the number of substitutiorsinsertionsi,

and deletiongl.

2. antecedent edit distance [0,1,2,...,] The minimum edit distance from the
anaphor to the antecedent. Given the anaphor lemgth

n—(s+i+d)

n

100 x

3. alias [true or false]: A multi-part feature proposed by Soon et al. (2001) which
requires anamed entity tagger. Returns true itN P; and N P; are both named
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entities of the same type, amdP; is analias of N P;. The meaning olias
depends on the types; two dates are aliases of each othey ifafer to the same
date. For typeeERSON prefixes likeDr. or Chairmanare stripped off and then
the NPs are checked to see if they are identical. For §RE8ANIZATION, the
alias function checks for acronyms (e.tBM for International Business Ma-
chines Cor}.

4. appositive [true or false]: True if the anaphor is in the syntactic apposition rela-
tion to the antecedent. For example theGlef Financial Officer of Megabucks
Banking Corps in apposition to the NRictoria Chen These can be detected us-
ing a parser, or more shallowly by looking for commas and irsgqithat neither
NP have a verb and one of them be a name.

5. linguistic form [proper, definite, indefinite, pronoun]. Whether the potential
anaphotV P; is a proper name, definite description, indefinite NP or a puon

21.8 BEVALUATING COREFERENCERESOLUTION

One standard way of evaluating coreference is the Modebi#tie coreference scoring
scheme (Vilain et al., 1995), originally proposed for the @8 and MUC-7 informa-
tion extraction evaluation (Sundheim, 1995).

The evaluation is based on a human-labeled gold standacfeference between
referring expressions. We can represent this gold infdonats a set of identity links
between referring expressions. For example, the fact &fatring expression A and
referring expression B are coreferent could be represegtediink A-B. If A, B, and
C are coreferent, this can be represented as the two links B-® (or alternatively
as A-C, B-C). We can call this set of correct links tteferenceor key set of links.
Similarly, thehypothesisor responsefrom a coreference algorithm can be viewed as
a set of links.

What we'd like to do is compute the precision and recall of thgponselinks
against théey links. But recall that if entities A, B, and C are coreferanttie key, this
can be represented either via (A-B, B-C) or via (A-C, B-C).léwg as our coreference
system correctly figures out that A, B, and C are corefereaton’t want to penalize
it for representing this fact in a different set of links thaappen to be in the key.

For example, suppose that A, B, C, and D are coreferent, amtddppens to be rep-
resented in the key by links (A-B, B-C, C-D). Suppose furttmat a particular coref-
erence algorithm returns (A-B, C-D). What score should hemito this response?
Intuitively the precision should be 1 (since both links eatty join referring expres-
sions that indeed corefer). The recall should be 2/3, simcatively it takes three links
to correctly indicate that 4 expressions are coreferentt@ algorithm returned two
of these three links. The details of this intuition are fleslat in the Vilain et al.
(1995) algorithm, which is based on computing the numbeofvalence classes of
expressions generated by the key.
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21.9 ADVANCED: INFERENCEBASED COHERENCERESOLUTION

(21.70)

DEDUCTION

SOUND INFERENCE

ABDUCTION

The algorithms we have seen in this chapter for the resolati@oherence and coref-
erence have relied solely on shallow information like cueaphs and other lexical and
simple syntactic cues. But many problems in resolution seerequire much more

sophisticated kinds of knowledge. Consider the followixgraple of coreference,

adapted from Winograd (1972):

The city council denied the demonstrators a permit because

a. they feared violence.
b. they advocated violence.

Determining the correct antecedent for the pronthay requires understanding
first that the second clause is intended a&aplanation of the first clause, and also
that city councils are perhaps more likely than demonstsato fear violence, and
demonstrators might be more likely to advocate violence. @dxeradvanced method
for coherence resolution might assign this Explanatioati@h and in doing so help us
figure out the referents of both pronouns.

We might perform this kind of more sophisticated coheremselution by relying
on the semantic constraints that are associated with ed@rence relation, assuming
a parser that could assign a reasonable semantics to eask.cla

Applying these constraints requires a method for perfogmiference. Perhaps
the most familiar type of inference @eduction; recall from Sec?? that the central
rule of deduction is modus ponens:

a=pf
o

An example of modus ponens is the following:

All Falcons are fast.
John’s car is an Falcon.
John’s car is fast.

Deduction is a form ofound inference if the premises are true, then the conclusion
must be true.

However, much of language understanding is based on irfesethat are not
sound. While the ability to draw unsound inferences allousd greater range of
inferences to be made, it can also lead to false interpogimtind misunderstandings.
A method for such inference is logicabduction (Peirce, 1955). The central rule of
abductive inference is:

a=f
_Bs

«
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(21.71)

(21.72)

Whereas deduction runs an implication relation forwardjedtion runs it backward,
reasoning from an effect to a potential cause. An examplbddietion is the following:

All Falcons are fast.
John’s car is fast.
John'’s car is an Falcon.

Obviously, this may be an incorrect inference: John’s cay & made by another
manufacturer yet still be fast.

In general, a given effegt may have many potential causes We generally will
not want to merely reason from a fact tpassibleexplanation of it, we want to iden-
tify the bestexplanation of it. To do this, we need a method for compartiegguality
of alternative abductive proofs. This can be done with pbdistic models (Charniak
and Goldman, 1988; Charniak and Shimony, 1990), or withiggastrategies (Char-
niak and McDermott, 1985, Chapter 10), such as preferriegettplanation with the
smallest number of assumptions, or the most specific exiptamae will illustrate
a third approach to abductive interpretation, due to Hohbel.g(1993), which ap-
plies a more general cost-based strategy that combinesdsaif the probabilistic and
heuristic approaches. To simplify the discussion, howewerwill largely ignore the
cost component of the system, keeping in mind that one isthefess necessary.

Hobbs et al. (1993) apply their method to a broad range oflpradin language
interpretation; here we focus on its use in establishingadisse coherence, in which
world and domain knowledge are used to determine the massipla coherence rela-
tion holding between utterances. Let us step through thigsinghat leads to establish-
ing the coherence of passage (21.4). First, we need axiomg abherence relations
themselves. Axiom (21.71) states that a possible coheretat#on is the Explanation
relation; other relations would have analogous axioms.

Ve;, e; Explanation(e;,ej) = CoherenceRel(e;, e;)

The variables;; ande; represent the events (or states) denoted by the two utesanc
being related. In this axiom and those given below, quargifedways scope over
everything to their right. This axiom tells us that, givemitthwe need to establish a
coherence relation between two events, one possibility Ebductively assume that
the relation is Explanation.

The Explanation relation requires that the second utterarpress the cause of the
effect that the first sentence expresses. We can state thisaas (21.72).

Ve;, e; cause(e;,e;) = Explanation(e;,e;)

In addition to axioms about coherence relations, we alsd ag®ms representing
general knowledge about the world. The first axiom we use #atsif someone is
drunk, then others will not want that person to drive, and tha former causes the
latter (for convenience, the state of not wanting is denbtethediswantpredicate).
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(21.73)

Va,y,e; drunk(e;,x) =
Je;, er diswant(e;,y, ex) A drive(ex, x) A cause(e;, e;)

Before we move on, a few notes are in order concerning thisnagnd the others we
will present. First, axiom (21.73) is stated using univecgantifiers to bind several
of the variables, which essentially says that in all caseghith someone is drunk, all
people do not want that person to drive. Although we mightehibyat this is generally
the case, such a statement is nonetheless too strong. Thie whigh this is handled in
the Hobbs et al. system is by including an additional relgti@lled aretcpredicate, in
the antecedent of such axioms. Attpredicate represents all the other properties that
must be true for the axiom to apply, but which are too vaguedte explicitly. These
predicates therefore cannot be proven, they can only ber&sbat a corresponding
cost. Because rules with high assumption costs will be dispred to ones with low
costs, the likelihood that the rule applies can be encodéelrins of this cost. Since
we have chosen to simplify our discussion by ignoring coseswill similarly ignore
the use oktcpredicates.

Second, each predicate has what may look like an “extraabégiin the first ar-
gument position; for instance, thigive predicate has two arguments instead of one.
This variable is used to reify the relationship denoted leygredicate so that it can be
referred to from argument places in other predicates. Fiairte, reifying therive
predicate with the variable, allows us to express the idea of not wanting someone to
drive by referring to it in the final argument of tidéswantpredicate.

Picking up where we left off, the second world knowledge axiwe use says that
if someone does not want someone else to drive, then theytdeams this person to
have his car keys, since car keys enable someone to drive.

(21.74)

Vr,y, ej, er diswant(e;,y, er) A drive(ex, z) =
3z, e, e diswant(ep, y, em) A have(en,, x, z)
Ncarkeys(z,x) A cause(e;, e;)

The third axiom says that if someone doesn’t want someoed@lsave something, he
might hide it from him.
(21.75)

Y, y, z, e1, em diswant(er,y, em) A have(em, x,z) =
Je,, hide(en,y,x, z) A cause(er, ep,)

The final axiom says simply that causality is transitivef iBaif e; causes:; ande;
causesy, thene; causes;,.
(21.76)

Vei, ej, e cause(e;, e;) A cause(ej, er) = cause(e;, ex)

Finally, we have the content of the utterances themselbeas,is, that John hid
Bill's car keys (from Bill),
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(21.77)

(21.78)

(21.79)

(21.80)

(21.81)

(21.82)

(21.83)

(21.84)

(21.85)

hide(ey, John, Bill, ck) A carkeys(ck, Bill)

and that someone described using the pronoun “he” was dwmkyill represent the
pronoun with the free variablee

drunk(es, he)

We can now see how reasoning with the content of the uttesasosg with the
aforementioned axioms allows the coherence of passagé) (@lbe established under
the Explanation relation. The derivation is summarizedigufe 21.9; the sentence
interpretations are shown in boxes. We start by assuming te@ coherence relation,
and using axiom (21.71) hypothesize that this relation igl&xation,

Explanation(e, e2)

which, by axiom (21.72), means we hypothesize that

cause(es, eq)

holds. By axiom (21.76), we can hypothesize that there isi@mediate causs;,
cause(ea, e3) A cause(es, e1)

and we can repeat this again by expanding the first conjun@hB1) to have an
intermediate cause;.

cause(ea, e4) A cause(ey, e3)

We can take théide predicate from the interpretation of the first sentence Ih(2)
and the secondausepredicate in (21.81), and, using axiom (21.75), hypotlesgiat
John did not want Bill to have his car keys:

diswant(es, John, es) A have(es, Bill, ck)

From this, thecarkeyspredicate from (21.77), and the secaralisepredicate from
(21.82), we can use axiom (21.74) to hypothesize that Jobs dot want Bill to drive:

diswant(eq, John, eg) A drive(eg, Bill)

From this, axiom (21.73), and the secaradisepredicate from (21.82), we can hypoth-
esize that Bill was drunk:

drunk(eq, Bill)

But now we find that we can “prove” this fact from the interatéin of the second
sentence if we simply assume that the free varidiglés bound to Bill. Thus, the
establishment of coherence has gone through, as we hav#i@tka chain of reasoning
between the sentence interpretations — one that inclugesvable assumptions about
axiom choice and pronoun assignment — that resultsirse(es, 1), as required for
establishing the Explanation relationship.

This derivation illustrates a powerful property of cohereestablishment, namely
its ability to cause the hearer to infer information abowt situation described by the
discourse that the speaker has left unsaid. In this casejetieation required the
assumption that John hid Bill's keys because he did not wamttdrive (presumably
out of fear of him having an accident, or getting stopped ey pblice), as opposed
to some other explanation, such as playing a practical jokkim. This cause is not
stated anywhere in passage (21.4); it arises only from tleeence process triggered
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(21.86)
(21.87)

DEFEASIBLE

(21.88)

CoherenceRel(ge:)

Explanation(g,e:)

cause(e,er)

cause(e,e;) cause(g,er) hide(e ,john,bill,ck)

cause(g,e;) diswant(g,j,es) A have(g,bill,ck) | carkeys(ck,bill)

cause(g,es) diswant(e,y,es) A drive(e;,he)
== TR

drunk(e,bill) (he=bill)

Figure 21.9  Establishing the coherence of passage (21.4).

by the need to establish coherence. In this sense, the ngeafirandiscourse is greater
than the sum of the meanings of its parts. That is, a discdypseally communicates
far more information than is contained in the interpretagiof the individual sentences
that comprise it.

We now return to passage (21.5), repeated below as (21.8®hwas notable in
that it lacks the coherence displayed by passage (21.4atep below as (21.86).

John hid Bill's car keys. He was drunk.
?? John hid Bill's car keys. He likes spinach.

We can now see why this is: there is no analogous chain ofanter capable of linking
the two utterance representations, in particular, themn@isausal axiom analogous to
(21.73) that says that liking spinach might cause someom®tavant you to drive.
Without additional information that can support such a oladiinference (such as the
aforementioned scenario in which someone promised Jolmadpiin exchange for
hiding Bill's car keys), the coherence of the passage cammestablished.

Because abduction is a form of unsound inference, it mustossiple to subse-
quently retract the assumptions made during abductiveongéag, that is, abductive
inferences arelefeasible For instance, if passage (21.86) was followed by sentence
(21.88),

Bill's car isn’t here anyway; John was just playing a praaitjoke on him.

the system would have to retract the original chain of infeeeconnecting the two
clauses in (21.86), and replace it with one utilizing the that the hiding event was
part of a practical joke.

In a more general knowledge base designed to support a kangd of inferences,
one would want axioms that are more general than those wetoassiablish the co-
herence of passage (21.86). For instance, consider axidm4R which says that if
you do not want someone to drive, then you do not want themue tireeir car keys. A
more general form of the axiom would say that if you do not wsrheone to perform
an action, and an object enables them to perform that adti@m, you do not want
them to have the object. The fact that car keys enable sonteah&e would then be
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encoded separately, along with many other similar factsewise, axiom (21.73) says
that if someone is drunk, you don’t want them to drive. We rhigiplace this with an

axiom that says that if someone does not want something tpemaphen they don't

want something that will likely cause it to happen. Agairg facts that people typi-
cally don’t want other people to get into car accidents, drad tirunk driving causes
accidents, would be encoded separately.

While it is important to have computational models that sigdtt on the coherence
establishment problem, large barriers remain for empbpytis and similar methods
on a wide-coverage basis. In particular, the large numbexadms that would be
required to encode all of the necessary facts about the ywamid the lack of a robust
mechanism for constraining inference with such a large seixinms, makes these
methods largely impractical in practice. Nonethelessraamations to these kinds of
knowledge and inferential rules can already play an imporizle in natural language
understanding systems.

21.10 PBPSYCHOLINGUISTIC STUDIES OF REFERENCE ANDCOHER-

READING TIME
EXPERIMENTS

QUESTION
ANSWERING
REFERENT NAMING
TASK

ENCE

To what extent do the techniques described in this chapteteitouman discourse
comprehension? We summarize here a few selected resuttsim substantial body
of psycholinguistic research; for reasons of space we fbeus solely on anaphora
resolution.

A significant amount of work has been concerned with the @xtewhich people
use the preferences described in Section 21.5 to intergrebpns, the results of which
are often contradictory. Clark and Sengal (1979) studiedeffects that sentence re-
cency plays in pronoun interpretation using a sekefding time experiments After
receiving and acknowledging a three sentence context th feanan subjects were
given a target sentence containing a pronoun. The subjexisqd a button when they
felt that they understood the target sentence. Clark andé&éound that the reading
time was significantly faster when the referent for the pronwas evoked from the
most recent clause in the context than when it was evoked fwanor three clauses
back. On the other hand, there was no significant differeet@den referents evoked
from two clauses and three clauses back, leading them tm ¢het “the last clause
processed grants the entities it mentions a privilegedeglaaorking memory”.

Crawley et al. (1990) compared the grammatical role pdisttepreference with
a grammatical role preference, in particular, a preferdoceeferents evoked from
the subject position of the previous sentence over thoskeevisom object position.
Unlike previous studies which conflated these preferengesbsidering only subject-
to-subject reference effects, Crawley et al. studied puosdn object position to see if
they tended to be assigned to the subject or object of thedasence. They found that
in two task environments —guestion answering taskwhich revealed how the human
subjects interpreted the pronoun, andegerent naming task in which the subjects
identified the referent of the pronoun directly — the humarjetts resolved pronouns
to the subject of the previous sentence more often than tleetob
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SENTENCE
COMPLETION TASK

(21.89)

(21.90)
(21.91)

REPEATED NAME
PENALTY

However, Smyth (1994) criticized the adequacy of Crawleglét data for eval-
uating the role of parallelism. Using data that met morengtt requirements for
assessing parallelism, Smyth found that subjects ovemihgly followed the paral-
lelism preference in a referent naming task. The experirsgpplied weaker support
for the preference for subject referents over object refsrenvhich he posited as a
default strategy when the sentences in question are natisuaffiy parallel.

Caramazza et al. (1977) studied the effect of the “impliaitsality” of verbs on
pronoun resolution. Verbs were categorized in terms ofrigagubject bias or object
bias using ssentence completion taskSubjects were given sentence fragments such
as (21.89).

John telephoned Bill because he

The subjects provided completions to the sentences, whiehtified to the experi-
menters what referent for the pronoun they favored. Verbwfach a large percentage
of human subjects indicated a grammatical subject or olpjeference were catego-
rized as having that bias. A sentence pair was then constttict each biased verb:
a “congruent” sentence in which the semantics supportegriiveoun assignment sug-
gested by the verb’s bias, and an “incongruent” sentencehinohathe semantics sup-
ported the opposite prediction. For example, sentencé®@21s congruent for the
subject-bias verb “telephoned”, since the semantics os#t®nd clause supports as-
signing the subjeciohnas the antecedent bg whereas sentence (21.91) is incongru-
ent since the semantics supports assigning the oBjkct

John telephoned Bill because he wanted some information.
John telephoned Bill because he withheld some information.

In a referent naming task, Caramazza et al. found that natinieg were faster for the
congruent sentences than for the incongruent ones. Peshgpssingly, this was even
true for cases in which the two people mentioned in the fiestis were of different
genders, thus rendering the reference unambiguous.

Matthews and Chodorow (1988) analyzed the problem of iatrestial reference
and the predictions of syntactically-based search stiegedn a question answering
task, they found that subjects exhibited slower comprabartsnes for sentences in
which a pronoun antecedent occupied an early, syntagtidakep position than for
sentences in which the antecedent occupied a late, syaatheshallow position. This
result is consistent with the search process used in Hoblbg'search algorithm.

There has also been psycholinguistic work concerned wstingg the principles of
centering theory. In a set of reading time experiments, Goet al. (1993) found that
reading times were slower when the current backward-lap&enter was referred to
using a full noun phrase instead of a pronoun, even thougprtimeouns were ambigu-
ous and the proper names were not. This effect — which thégdcatepeated name
penalty — was found only for referents in subject position, suggesthat theC, is
preferentially realized as a subject. Brennan (1995) aealyhow choice of linguis-
tic form correlates with centering principles. She ran adfetxperiments in which
a human subject watched a basketball game and had to de&ddba second per-
son. She found that the human subjects tended to refer totdy @sing a full noun
phrase in subject position before subsequently pronoiminglit, even if the referent
had already been introduced in object position.
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21.11 SYMMARY

In this chapter, we saw that many of the problems that nalamgluage processing sys-
tems face operate between sentences, that is, didbeursdevel. Here is a summary
of some of the main points we discussed:

Discourses, like sentences, have hierarchical structaréhe simplest kind of
structure detection, we assume a simpler linear strucamd,segment a dis-
course on topic or other boundaries. The main cues for teilegical cohesion
as well as discourse markers/cue phrases.

Discourses are not arbitrary collections of sentences; thest becoherent
Among the factors that make a discourse coherent are caleerefations be-
tween the sentences and entity-based coherence.

Various sets ofoherence relationsand rhetorical relations have been proposed.
Algorithms for detecting these coherence relations cansusice-based cues
(cue phrases, syntactic information).

Discourse interpretation requires that one build an englviepresentation of
discourse state, calleddiscourse modelthat contains representations of the
entities that have been referred to and the relationshigbich they participate.
Natural languages offer many ways to refer to entities. Haoh of reference
sends its own signals to the hearer about how it should bepsed with respect
to her discourse model and set of beliefs about the world.

Pronominal reference can be used for referents that havelegquate degree
of saliencein the discourse model. There are a variety of lexical, sstita
semantic, and discourse factors that appear to affechsalie

The Hobbs, Centering, and Log-linear models for pronomamelphora offer
different ways of drawing on and combining various of thesestraints.

The full NP coreference task also has to deal with names divdtdeNPs. String
edit distance is a useful features for these.

Advanced algorithms for establishing coherence apply ttaimss imposed by
one or more coherence relations, often leads to the inferehadditional infor-
mation left unsaid by the speaker. The unsound rule of lbgibductioncan be
used for performing such inference.

BIBLIOGRAPHICAL AND HISTORICAL NOTES

Building on the foundations set by early systems for natlarajuage understanding
(Woods et al., 1972; Winograd, 1972; Woods, 1978), much efftindamental work
in computational approaches to discourse was performeldeidate 70’s. Webber’s
(1978, 1983) work provided fundamental insights into houites are represented
in the discourse model and the ways in which they can licenbsexjuent reference.
Many of the examples she provided continue to challengeitg®of reference to this

day.

Grosz (1977) addressed the focus of attention thatecsational participants
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maintain as the discourse unfolds. She defined two levelsaisi entities relevant to
the entire discourse were said to baglobalfocus, whereas entities that are locally in
focus (i.e., most central to a particular utterance) wer@ teabe inimmediatefocus.
Sidner (1979, 1983) described a method for tracking (imatedlidiscourse foci and
their use in resolving pronouns and demonstrative noursglsr&&he made a distinction
between the current discourse focus and potential focichvhare the predecessors to
the backward and forward looking centers of centering theespectively.

The roots of the centering approach originate from papedeblyi and Kuhn (1979)
and Joshi and Weinstein (1981), who addressed the relhtpbgtween immediate
focus and the inferences required to integrate the curiggtamce into the discourse
model. Grosz et al. (1983) integrated this work with the primrk of Sidner and
Grosz. This led to a manuscript on centering which, whileehjccirculated since
1986, remained unpublished until Grosz et al. (1995b). Aesaf papers on centering
based on this manuscript/paper were subsequently pudl{gzneyama, 1986; Bren-
nan et al., 1987; Di Eugenio, 1990; Walker et al., 1994; Di&nig, 1996; Strube and
Hahn, 1996; Kehler, 1997a, inter alia). A collection of tatentering papers appears
in Walker et al. (1998), and see Poesio et al. (2004) for mecent work. We have
focused in this chapter on Centering and anaphora resojuiise Karamanis (2003,
2007), Barzilay and Lapata (2007) and related papers disduis Ch. 23 for the ap-
plication of Centering to entity-based coherence.

There is a long history in linguistics of studiesinformation statugChafe, 1976;
Prince, 1981, Ariel, 1990; Prince, 1992; Gundel et al., 199%8mbrecht, 1994, in-
ter alia).

Beginning with Hobbs’s (1978) tree-search algorithm, aeskers have pursued
syntax-based methods for identifying reference robusthaiturally occurring text. An
early system for a weighted combination of different sytitaand other features was
Lappin and Leass (1994), which we described in detail in ostrédition. Kennedy and
Boguraev (1996) describe a similar system that does nobrefyfull syntactic parser,
but merely a mechanism for identifying noun phrases anditaipéheir grammatical
roles. Both approaches use Alshawi's (1987) frameworkritegrating salience fac-
tors. An algorithm that uses this framework for resolvinferences in a multimodal
(i.e., speech and gesture) human-computer interface @sided in Huls et al. (1995).
A discussion of a variety of approaches to reference in djpera systems can be
found in Mitkov and Boguraev (1997).

Methods for reference resolution based on superviseditepwere proposed quite
early (Connolly et al., 1994; Aone and Bennett, 1995; McBaend Lehnert, 1995;
Kehler, 1997b; Ge et al., 1998, inter alia). More recentlfhbgupervised and unsu-
pervised approaches have received a lot of research atiefacused both on anaphora
resolution Kehler et al. (2004), Bergsma and Lin (2006) atidfP coreference (Cardie
and Wagstaff, 1999; Ng and Cardie, 2002b; Ng, 2005). For idefiP reference, there
are general algorithms (Poesio and Vieira, 1998; VieiraRoesio, 2000), as well as
specific algorithms that focus on deciding if a particuldirdee NP is anaphoric or not
(Bean and Riloff, 1999, 2004; Ng and Cardie, 2002a; Ng, 2004)

Mitkov (2002) is an excellent comprehensive overview offdr@a resolution.

The idea of using cohesion for linear discourse segmemtatés implicit in the
groundbreaking work of (Halliday and Hasan, 1976), but west &xplicitly imple-
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SDRT

mented by Morris and Hirst (1991), and quickly picked up byngnather researchers,
including (Kozima, 1993; Reynar, 1994; Hearst, 1994, 198 nar, 1999; Kan et al.,
1998; Choi, 2000; Choi et al., 2001; Brants et al., 2002; @3t 2006). Power et al.
(2003) studies discourse structure, while Filippova andlst (2006), Sporleder and
Lapata (2004, 2006) focus on paragraph segmentation.

The use of cue phrases in segmentation has been widelydtitiding work on
many textual genres as well as speech (Passonneau and Lit&88) Hirschberg and
Litman, 1993; Manning, 1998; Kawahara et al., 2004)

Many researchers have posited sets of coherence relatiahsan hold between
utterances in a discourse (Halliday and Hasan, 1976; HA®%); Longacre, 1983;
Mann and Thompson, 1987; Polanyi, 1988; Hobbs, 1990; Samrdeat., 1992; Carlson
et al., 2001, 2002; Asher and Lascarides, 2003; Baldridge. 2007, inter alia). A
compendium of over 350 relations that have been proposeldeititerature can be
found in Hovy (1990).

There are a wide variety of approaches to coherence extraciihe cue-phrase
based model described in Sec. 21.2.2 is due to Daniel Mardcalleagues (Marcu,
2000b, 2000a; Carlson et al., 2001, 2002). The LinguistecBirse Model (Polanyi,
1988; Scha and Polanyi, 1988; Polanyi et al., 2004a, 20&4&Yiamework in which
discourse syntax is more heavily emphasized; in this aghraadiscourse parse tree
is built on a clause-by-clause basis in direct analogy wdtv la sentence parse tree
is built on a constituent-by-constituent basis. Corstdined (1998) also explores ex-
plores syntactic and parser-based features. A more rdoendf work has applied a
version of the tree-adjoining grammar formalism to disseuparsing (Webber et al.,
1999; Webber, 2004). This model has also been used to aarntb&aPenn Discourse
Treebank (Miltsakaki et al., 2004b, 2004a). See Asher arstdrgdes (2003) and
Baldridge et al. (2007) on Segmented Discourse Repregamt&tructure $DRT).
Wolf and Gibson (2005) argue that coherence structure dleslicrossed bracketings
which make it impossible to represent as a tree, and propgsaepd representation
instead.

In addition to determining discourse structure and meartimgpries of discourse
coherence have been used in algorithms for interpretirgpdise-level linguistic phe-
nomena, including pronoun resolution (Hobbs, 1979; Kel2@®0), verb phrase ellip-
sis and gapping (Prust, 1992; Asher, 1993; Kehler, 1998449 and tense interpre-
tation (Lascarides and Asher, 1993; Kehler, 1994b, 2000)eXensive investigation
into the relationship between coherence relations anddise connectives can be
found in Knott and Dale (1994).

EXERCISES

21.1 Early work in syntactic theory attempted to characteridzegtior pronominal-
ization through purely syntactic means. A rule was propasechich a pronoun was
interpreted by deleting it from the syntactic structurelod sentence that contains it,
and replacing it with the syntactic representation of thieeedent noun phrase.
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(21.92)
(21.93)

(21.94)

(21.95)

(21.96)

(21.97)

(21.98)

(21.99)

Explain why the following sentences (called “Bach-Petessihtences) are prob-
lematic for such an analysis:

The man who deserves it gets the prize he wants.
The pilot who shot at it hit the MIG that chased him.

What other types of reference discussed on pages 18-21ablepratic for this type
of analysis?

21.2 Draw syntactic trees for example (21.66) on page 27 and agphbs’s tree
search algorithm to it, showing each step in the search.

21.3 Hobbs (1977) cites the following examples from his corpusasg problematic
for his tree-search algorithm:

The positions of pillars in one hall were marked by river lutmrk and a shaped
convex cushion of bronze that had served as floeitings.

They were at once assigned an important place among theyseamiins which
record the physical developments of the human race fromrtreedf itsfirst
appearance in Asia.

Sites at which the coarse grey pottery of the Shang periobéas discovered do not
extend far beyond the southernmost reach of the Yellow,ravavestward beyond its
junction with the Wei.

The thin, hard, black-burnished pottery, made in shapeagilar profile, which
archaeologists consider as the clearest hallmark of thg Slvan culture, developed
in the east. The site from whichtiékes its name is in Shantungidttraced to the
north-east as far as Liao-ning province.

He had the duty of performing the national sacrifices to heavel earth: his role as
source of honours and material rewards for services reddsréeudal lords and
ministers is commemorated in thousands of inscriptionsamgthe recipients on
bronze vessels which were eventually deposited in traives.

In each case, identify the correct referent of the undedlipmnoun and the one that
the algorithm will identify incorrectly. Discuss any facsothat come into play in de-
termining the correct referent in each case, and what typ@famation might be
necessary to account for them.

21.4 Implement the Hobbs algorithm. Test it on a sample of the PieeeBank.
You will need to modify the algorithm to deal with differersceetween the Hobbs and
TreeBank grammars.

21.5 Consider the following passage, from Brennan et al. (1987):

Brennan drives an Alfa Romeo.
She drives too fast.

Friedman races her on weekends.
She goes to Laguna Seca.

Identify the referent that the BFP algorithm finds for thermon in the final sentence.
Do you agree with this choice, or do you find the example anthig@ Discuss why
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(21.100)

introducing a new noun phrase in subject position, with aaproinalized reference in
object position, might lead to an ambiguity for a subjectrqmen in the next sentence.
What preferences are competing here?

21.6 Consider passages (21.100a-b), adapted from Winogra@)197
The city council denied the demonstrators a permit because

a. they feared violence.
b. they advocated violence.

What are the correct interpretations for the pronouns imemse? Sketch out an
analysis of each in the interpretation as abduction framleyvio which these reference
assignments are made as a by-product of establishing tHariatjpn relation.

21.7 Select an editorial column from your favorite newspaped, @gtermine the dis-
course structure for a 10-20 sentence portion. What prabtidiyou encounter? Were
you helped by superficial cues the speaker included (esg:odise connectives) in any
places?
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