Speech and Language Processing: An introduction to natural |anguage processing,
conputational |inguistics, and speech recognition. Daniel Jurafsky & Janes H. Martin.
Copyright © 2007, Al rights reserved. Draft of Septenmber 19, 2007. Do not cite

wi t hout perni ssion.

LANGUAGE AND
15 COMPLEXITY

This is the dog, that worried the cat, that killed the rat,tthge the
malt, that lay in the house that Jack built.
Mother GooseThe House that Jack Built

This is the malt that the rat that the cat that the dog worridkbé
ate.
Victor H. Yngve (1960)

Much of the humor in musical comedy and comic operetta commes &€ntwining
the main characters in fabulously complicated plot twisBasilda, the daughter of
the Duke of Plaza-Toro in Gilbert and SullivarThie Gondoliersis in love with her
father’s attendant Luiz. Unfortunately, Casilda discev&te has already been married
(by proxy) as a babe of six months to “the infant son and heiHisf Majesty the
immeasurably wealthy King of Barataria”. Itis revealedttds infant son was spirited
away by the Grand Inquisitor and raised by a “highly resgaetgondolier” in Venice
as a gondolier. The gondolier had a baby of the same age adi mexer remember
which child was which, and so Casilda was in the unenviabgitipn, as she puts it,
of “being married to one of two gondoliers, but it is impodsito say which”. By way
of consolation, the Grand Inquisitor informs her that “swdmplications frequently
occur”.

Luckily, such complications don't frequently occur in natllanguage. Or do they?
In fact there are sentences that are so complex that theyaededwnderstand, such as
Yngve’s sentence above, or the sentence:

“The Republicans who the senator who she voted for chastesedrying
to cut all benefits for veterahs

Studying such sentences, and more generally understantiiaiglevel of complexity
tends to occur in natural language, is an important areangfulage processing. Com-
plexity plays an important role, for example, in decidingemhwe need to use a par-
ticular formal mechanism. Formal mechanisms like finiteomdta, Markov models,
transducers, phonological rewrite rules, and contexd-fremmars, can be described
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POWER
COMPLEXITY

in terms of theipower, or equivalently in terms of theomplexity of the phenomena
that they can describe. This chapter introduces the Cholmigkgirchy, a theoretical
tool that allows us to compare the expressive power or coxiiplef these different
formal mechanisms. With this tool in hand, we summarize largpts about the correct
formal power of the syntax of natural languages, in paréic&nglish but also includ-

ing a famous Swiss dialect of German that has the interestintactic property called
cross-serial dependencies. This property has been used to argue that context-free
grammars are insufficiently powerful to model the morphglagd syntax of natural
language.

In addition to using complexity as a metric for understagdhre relation between
natural language and formal models, the field of complextalso concerned with
what makes individual constructions or sentences harddenstand. For example we
saw above that certaimested or center-embedded sentences are difficult for people
to process. Understanding what makes some sentencesldifficpeople to process
is an important part of understanding human parsing.

15.1 THE CHOMSKY HIERARCHY

GENERATIVE POWER

CHOMSKY
HIERARCHY

RECURSIVELY
ENUMERABLE

How are automata, context-free grammars, and phonologteaite rules related?
What they have in common is that each describ&s mal language, which we have
seen is a set of strings over a finite alphabet. But the kindadhghars we can write
with each of these formalism are of differegener ative power. One grammar is of
greater generative power complexity than another if it can define a language that the
other cannot define. We will show, for example, that a conties¢ grammar can be
used to describe formal languages that cannot be descriltied finite-state automa-
ton.

It is possible to construct a hierarchy of grammars, wheeestt of languages de-
scribable by grammars of greater power subsumes the setgidges describable by
grammars of lesser power. There are many possible suclr¢hiées; the one that is
most commonly used in computational linguistics is @temsky hierarchy (Chom-
sky, 1959), which includes four kinds of grammars: Fig. dhaws the four grammars
in the Chomsky hierarchy as well as a useful fifth type rtilelly context-sensitivian-
guages.

This decrease in the generative power of languages from ts¢ powerful to the
weakest can in general be accomplished by placing consi@irthe way the grammar
rules are allowed to be written. Fig. 15.2 shows the five tyglegrammars in the
extended Chomsky hierarchy, defined by the constraints @fiottm that rules must
take. In these examplejs a single non-terminal, arwd (3, andy are arbitrary strings
of terminal and non-terminal symbols. They may be emptysmitais is specifically
disallowed belowx is an arbitrary string of terminal symbols.

Turing-equivalent, Type 0 or unrestricted grammars have no restrictions on the
form of their rules, except that the left-hand side cannothigeempty stringe. Any
(non-null) string can be written as any other string (og)asType 0 grammars charac-
terize therecursively enumer able languages, that is, those whose strings can be listed
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CONTEXT-SENSITIVE

CONTEXT-FREE

Recursively Enumerable Languages
Context-Sensitive Languages
Mildly Context-Sensitive Languages
Context-Free Languages (with no epsilon productions)
<Regular (or Right Linear) Languages>

Figure15.1 A Venn diagram of the four languages on the Chomsky Hierarahyg-
mented with a fifth class, the mildly context-sensitive laages.

Type| Common Name Rule Skeleton Linguistic Example
0 Turing Equivalent o—B,sta#e HPSG, LFG, Minimalism
1 Context Sensitive 0AB — ayB, s.t.y#£¢
- Mildly Context Sensitive TAG, CCG
2 Context Free A—y Phrase Structure Grammars
3 Regular A—xBorA—x Finite State Automata

Figure 15.2 The Chomsky Hierarchy, augumented by the mildly contersire
grammars.

(enumerated) by a Turing Machine.

Context-sensitive grammars have rules that rewrite a non-terminal symbol A in
the contexttAf3 as any non-empty string of symbols. They can be either writte¢he
form aAB — ayp or in the formA — y/a__f. We have seen this latter version in the
Chomsky-Halle representation of phonological rules (Cslkyrand Halle, 1968) like
this flapping rule:

It —[dx]/V —_V

While the form of these rules seems context-sensitive, Ghorved that phono-
logical rule systems that do not have recursion are acteallyvalent in power to the
regular grammars.

Another way of conceptualizing a rule in a context-sensigvammar is as rewrit-
ing a string of symbol® as another string of symbolgin a “non-decreasing” way;
such thatp has at least as many symbolsdas

We studiedcontext-free grammars in Ch. 12. Context-free rules allow any single
non-terminal to be rewritten as any string of terminals and-terminals. A non-
terminal may also be rewritten &s although we didn’'t make use of this option in
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RIGHT-LINEAR
LEFT-LINEAR

MILDLY
CONTEXT-SENSITIVE

Ch. 12.

Regular grammars are equivalent to regular expressionat i$ha given regular
language can be characterized either by a regular expresstbe type we discussed
in Chapter 2, or by a regular grammar. Regular grammars ¢hardderight-linear
or left-linear. A rule in a right-linear grammar has a single non-terminattee left,
and at most one non-terminal on the right-hand side. If the@ non-terminal on
the right-hand side, it must be the last symbol in the strifige right-hand-side of
left-linear grammars is reversed (the right-hand-sidetrstast with (at most) a single
non-terminal). All regular languages have both a leftdinend a right-linear grammatr.
For the rest of our discussion, we will consider only the tilijnear grammars.

For example, consider the following regular (right-linegrammar:

aA
bB
asS
bbS

n ™ unmwm
A

It is regular, since the left-hand-side of each rule is alsimgn-terminal and each
right-hand side has at most one (rightmost) non-terminateHs a sample derivation
in the language:

S= aA= aaS= aabB= aabbbS= aabbbaA
= aabbbaaSs aabbbaa

We can see that each time S expands, it produces ei#t8ar bbbS thus the reader
should convince themself that this language corresporttiet@gular expressiqaaJ
bbb)x.

We will not present the proof that a language is regular if anlg if it is generated
by a regular grammar; it was first proved by Chomsky and M{ll&¥58) and can be
found in textbooks like Hopcroft and Ullman (1979) and Lewisd Papadimitriou
(1988). The intuition is that since the non-terminals aveagk at the right or left edge
of a rule, they can be processed iteratively rather tharrsealy.

The fifth class of languages and grammars that is useful teidenis themildly
context-sensitive grammars and themildly context-sensitive languages. Mildly
context-sensitive languages are a proper subset of thexdtesgnsitive languages, and
a proper superset of the context-free languages. The resifdly context-sensitive
languages can be described in a number of ways; indeed & turtrthat various gram-
mar formalisms, including Tree-Adjoining Grammars (Jo4l8i85), Head Grammars
Pollard (1984), Combinatory Categorial Grammars (CCGled8man, 1996, 2000)
and also a specific version of Minimalist Grammars (Stallég7), are all weakly
equivalent (Joshi et al., 1991).
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15.2 HOw TOTELL IFA LANGUAGE ISN'T REGULAR

PUMPING LEMMA

How do we know which type of rules to use for a given problem?ul@ave use
regular expressions to write a grammar for English? Or doeeglrio use context-free
rules or even context-sensitive rules? It turns out thafdamal languages there are
methods for deciding this. That is, we can say for a given &anguage whether it
is representable by a regular expression, or whether astequires a context-free
grammar, and so on.

So if we want to know if some part of natural language (the phagy of English,
let's say, or perhaps the morphology of Turkish) is represae by a certain class of
grammars, we need to find a formal language that models teear#i phenomena and
figure out which class of grammars is appropriate for thigtarlanguage.

Why should we care whether (say) the syntax of English isesgtable by a
regular language? One main reason is that we'd like to knowelwtype of rule to
use in writing computational grammars for English. If Esbliis regular, we would
write regular expressions, and use efficient automata togssothe rules. If English
is context-free, we would write context-free rules and lee@KY algorithm to parse
sentences, and so on.

Another reason to care is that it tells us something aboufdhmal properties
of different aspects of natural language; it would be nic&rniow where a language
“keeps” its complexity; whether the phonological systena ¢dinguage is simpler than
the syntactic system, or whether a certain kind of morpholgystem is inherently
simpler than another kind. It would be a strong and excititagnt, for example, if
we could show that the phonology of English was capturabla fiyite-state machine
rather than the context-sensitive rules that are traditigrused; it would mean that
English phonology has quite simple formal properties. gtjehis fact was shown by
Johnson (1972), and helped lead to the modern work in fitdgte-snethods shown in
Chapters 3 and 4.

15.2.1 ThePumping Lemma

The most common way to prove that a language is regular istt@iy build a regular

expression for the language. In doing this we can rely on #doe that the regular
languages are closed under union, concatenation, Kleaneceimplementation, and
intersection. We saw examples of union, concatenationKdeehe star in Ch. 2. So
if we can independently build a regular expression for tvatidct parts of a language,
we can use the union operator to build a regular expressiothéowhole language,
proving that the language is regular.

Sometimes we want to prove that a given languag®igegular. An extremely
useful tool for doing this is thBumping Lemma. There are two intuitions behind this
lemma. (Our description of the pumping lemma draws from Iseavid Papadimitriou
(1988) and Hopcroftand Ullman (1979).) First, if a language be modeled by a finite
automaton with a finite number of states, we must be able twldedth a bounded
amount of memory whether any string was in the language ar mbis amount of
memory can be different for different automata, but for aegiautomaton it can’t
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grow larger for different strings (since a given automatas a fixed number of states).
Thus the memory needs must not be proportional to the lerfighlednput. This means
for example that languages lilk€b" are not likely to be regular, since we would need
some way to remember whatwas in order to make sure that there were an equal
number ofa’s andb’s. The second intuition relies on the fact that if a regudarguage
has any long strings (longer than the number of states inutmreton), there must be
some sort of loop in the automaton for the language. We cathiséact by showing
that if a languageoesn’thave such a loop, then it can’t be regular.

Let's consider a languadeand the corresponding deterministic F8\which has
N states. Consider an input string also of lengthThe machine starts out in stajg
after seeing 1 symbol it will be in statg; after N symbols it will be in statey,. In
other words, a string of lengtk will go throughN + 1 states (frongp to qy). But there
are onlyN states in the machine. This means that at least two of thesstédng the
accepting path (call themy andg;j) must be the same. In other words, somewhere on
an accepting path from the initial to final state, there mesatoop. Fig. 15.3 shows
an illustration of this point. Lex be the string of symbols that the machine reads on
going from the initial statgjp to the beginning of the loog. y is the string of symbols
that the machine reads in going through the lons the string of symbols from the
end of the loop(;) to the final accepting statey).

Figure15.3 A machine withN states accepting a strigzof N symbols

The machine accepts the concatenation of these threesstfrgymbols, that is,
xyz But if the machine accepts/zit must accepkZ This is because the machine
could just skip the loop in processing. Furthermore, the machine could also go
around the loop any number of times; thus it must also acoggt xyyyz xyyyyz and
so on. In fact, it must accept any string of the foxyAz for n > 0.

The version of the pumping lemma we give is a simplified onerfbinite regular
languages; stronger versions can be stated that also apfihjte languages, but this
one gives the flavor of this class of lemmas:

Pumping Lemma. LetL be an infinite regular language. Then there are
stringsx, y, andz, such thay = € andxy"'z € L for n > 0.

The pumping lemma states that if a language is regular, thene is some string
that can be “pumped” appropriately. But this doesn’t mean ifhwe can pump some
stringy, the language must be regular. Non-regular languages rsayhale strings
that can be pumped. Thus the lemma is not used for showing taaguagés regular.
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Rather it is used for showing that a languag&t regular, by showing that in some
language there is no possible string that can be pumped epi@priate way.

Let's use the pumping lemma to show that the languatpg (i.e., the language
consisting of strings os followed by an equal number b§) is not regular. We must
show that any possible strirgthat we pick cannot be divided up into three pasts,
andzsuch thay can be pumped. Given a random strafgpm a"b", we can distinguish
three ways of breaking up, and show that no matter which way we pick, we cannot
find somey that can be pumped:

1. yis composed only oés. (This implies thax is all as too, andz contains all the
bs, perhaps preceded by soaw) But ify is all as, that meangy"z has moreas
thanxyz But this means it has mowes thanbs, and so cannot be a member of
the languagab"!

2. yis composed only obs. The problem here is similar to case 1ylis all bs,
that meansy"z has morebs thanxyz and hence has mobs thanas.

3. yis composed of botlas andbs (this implies thak is only as, whilez is only
bs). This means thaty/"z must have sombs beforeas, and again cannot be a
member of the languag@b"!

Thus there is no string ia"b" that can be divided int®, y, zin such a way thay
can be pumped, and heng®" is not a regular language.

But while a"b" is not a regular language, it is a context-free languageadt the
context-free grammar that modef¥" only takes two rules! Here they are:

S—asShb
S — ¢

Here’s a sample parse tree using this grammar to derive ttiersgeaabh

S

S

S

aaebhb

Figure15.4  Context-free parse tree faabh

Thereis also a pumping lemma for context-free languagasctn be used whether
or not a language is context-free; complete discussiondednund in Hopcroft and
Ullman (1979) and Partee et al. (1990).
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15.2.2 Are English and Other Natural Languages Regular Lan-
guages?

“How’s business?” | asked.

“Lousy and terrible.” Fritz grinned richly. “Or | pull off a rew deal in

the next month or | go as a gigolo,’

“Either...or...," | corrected, from force of professional habit.

“I'm speaking a lousy English just now,” drawled Fritz, witjreat self-

satisfaction. “Sally says maybe she’ll give me a few les5ons
Christopher Isherwood, “Sally Bowles”, from
Goodbye to Berlin1935

Consider a formal version of the English language modeleal set of strings of
words. Is this language a regular language? It is genergileal that natural languages
like English, viewed in this way, are not regular, althougbstrattempted proofs of this
are well-known to be incorrect.

One kind of argument that is often made informally is that lisfghnumber agree-
ment cannot be captured by a regular grammar, because obtéetijally unbounded
distance between the subject and the verb in sentencebéke:t

(15.1)  Which problemdid your professor say she thougtdsunsolvable?
(15.2)  Which problemsdid your professor say she thougtereunsolvable?

In fact, a simple regular grammaan model number agreement, as Pullum and
Gazdar (1982) show. Here’s their regular (right-linea@rgmar that models these
sentences:

—  Which problem did your professor say T

—  Which problems did your professor say U

— she thought T you thought T| was unsolvable
— she thought U you thought U were unsolvable

CHd40mwm

So a regular grammar could model English agreement. Thinmix isn’t elegant,
and would have a huge explosion in the number of grammar, ol shat’s not relevant
to the question of the regularity or non-regularity of Esfli

Another common flaw with previously attempted proofs, paihdut by Mohri and
Sproat (1998), is that the fact that a languageontains a subsét at positionP’ in
the Chomsky hierarchy does not imply that the languaggealso at positio?’. For
example, a regular language can contain as a proper subsetexcfree language.
Thus the following two languages are context-free

(15.3) L1 ={a"" :neN}
(15.4) Ly = {ww} :we z*}

and yet both_; andL, are contained in the regular langudge

(15.5) L={aPb% : p,ge N}
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Thus, the fact that a languadgecontains a sublanguage that is very complex says
nothing about the overall complexity of langudge
There are correct proofs that English (or rather “the setrofgs of English words
considered as a formal language”) is not a regular languaaged on the pumping
lemma. A proof by Partee et al. (1990), for example, is based tamous class of
CENTEREMBEDDED  Sentences witleenter-embedded structures (Yngve, 1960); here is a variant of these
sentences:

The cat likes tuna fish.

The cat the dog chased likes tuna fish.

The cat the dog the rat bit chased likes tuna fish.

The cat the dog the rat the elephant admired bit chased likesfish.

These sentences get harder to understand as they get mopéegonfor now,
let's assume that the grammar of English allows an indefmiteber of embeddings.
Then in order to show that English is not regular, we need ¢ovshat languages with
sentences like these are isomorphic to some non-regugudae. Since every fronted
NP must have its associated verb, these sentences are of e for

(the + noun) (transitive verb) ! likes tuna fish.

The idea of the proof will be to show that sentences of thesetsires can be pro-
duced by intersecting English with a regular expressionwillehen use the pumping
lemma to prove that the resulting language isn'’t regular.

In order to build a simple regular expression that we canrset with English to
produce these sentences, we define regular expressiohg fiootin groupsA) and the
verbs B):

A= { the cat, the dog, the rat, the elephant, the kangardo,. ..
B = { chased, bit, admired, ate, befriended}. ..

Now if we take the regular expressibd+ B+ | i kes tuna fish/ andinter-
sect it with English (considered as a set of strings), theltieg language is:

L = x"y"! likes tuna fish xe A,y e B

This language L can be shown to be non-regular via the punipmgia (see Ex-
ercise 15.2). Since the intersection of English with a raglanguage is not a regular
language, English cannot be a regular language eithere(#irecregular languages are
closed under intersection).

There is a well-known flaw, or at least an overly strong asgionpvith this proof,
which is the assumption that these structures can be nestefinitely. Sentences of
English are clearly bounded by some finite length; perhapsamesafely say that all
sentences of English are less than a billion words long.elfsét of sentences is finite,
then all natural languages are clearly finite-state. Thés figmw with all such proofs
about the formal complexity of natural language. We willaga this objection for
now, since conveniently imagining that English has an itdimumber of sentences
can prove enlightening in understanding the propertiesidéfEnglish. Note that sen-
tences like this get hard much faster than a billion wordsy tre difficult to understand
after a couple nestings; we will return to this issue in Séc41
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15.3 ISNATURAL LANGUAGE CONTEXT-FREE?

The previous section argued that English (considered asad s&ings) doesn’'t seem
like aregular language. The natural next question to asketler English is a context-
free language. This question was first asked by Chomsky (1866 has an interesting
history; a number of well-known attempts to prove Englisd ather languages non-
context-free have been published, and all except two hage Bisproved after publi-
cation. One of these two correct (or at least not-yet dispdparguments derives from
the syntax of a dialect of Swiss German; the other from thepmology of Bambara, a
Northwestern Mande language spoken in Mali and neighbaongtries (Culy, 1985).
The interested reader should see Pullum (1991, pp. 131+&A&h extremely witty
history of both the incorrect and correct proofs; this sectiill merely summarize one
of the correct proofs, the one based on Swiss German.

Both of the correct arguments, and most of the incorrect,anake use of the fact
that the following languages, and ones that have similgognées, are not context-free:

(15.6) {xx|x € {a,b}"}

This language consists of sentences containing two idergiings concatenated. The
following related language is also not context-free:

(15.7) a'bmc"d™

The non-context-free nature of such languages can be shemgthe pumping lemma
for context-free languages.
The attempts to prove that the natural languages are notsetsabthe context-
free languages do this by showing that natural languages &groperty of thesex
HOSSSERAL languages calledross-serial dependencies. In a cross-serial dependency, words or
larger structures are related in left-to-right order assshim Fig. 15.5. A language that
has arbitrarily long cross-serial dependencies can be ethjgpthexx languages.

X)X, wee X wad Y Y an Y

Figure155 A schematic of a cross-serial dependency.

n

The successful proof, independently proposed by Huybrd@84) and Shieber
(1985) (as we might expect from the prevalence of multipealery in science; see
page??) shows that a dialect of Swiss German spoken in Zirich hasseserial con-
straints which make certain parts of that language equitatethe non-context-free
languagea™b™c"d™. The intuition is that Swiss German allows a sentence to have
string of dative nouns followed by a string of accusativemsdollowed by a string of
dative-taking verbs, followed by a string of accusativeirig verbs.
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(15.8)

(15.9)

(15.10)

(15.11)

We will follow the version of the proof presented in Shieb&8§5). First, he
notes that Swiss German allows verbs and their argumentsdodered cross-serially.
Assume that all the example clauses we present below arededdy the strinfJan
sait das” (“Jan says that”):

...mer emHans es huus halfed aastriiche.
...we Hans/DAT the house/ACC helped paint.

“...we helped Hans paint the house.”

Notice the cross-serial nature of the semantic dependemath nouns precede
both verbs, aném HangHans) is the argument ¢#lfed (helped) whilees huugthe
house) is the argument afstriiche(paint). Furthermore, there is a cross-serial case
dependency between the nouns and venbbed (helped) requires the dative, anth
Hansis dative, whileaastriiche(paint) takes the accusative, aeslhuugthe house) is
accusative.

Shieber points out that this case marking can occur everssitriply embedded
cross-serial clauses like the following:

...mer d’chind emHans es huus haend wele laa
...we the children/ACC Hans/DAT the house/ACC have wanted to let
halfe aastriiche.

help paint.

“...we have wanted to let the children help Hans paint theskdu

Shieber notes that among such sentences, those with ak tfeis preceding all ac-
cusative NPs, and all dative-subcategorizing V's preagdihaccusative-subcategorizing
V'’s are acceptable.

Jan sait das mer (d’chindjem Hans) es huus haend wele fahalfe* aastriche.

Let’s call the regular expression above R. Since it's a ragekpression (you see
it only has concatenation and Kleene stars) it must defingualaelanguage, and so
we can intersect R with Swiss German, and if the result isecdritee, so is Swiss
German.

But it turns out that Swiss German requires that the numberedfs requiring
dative objectstfalfe) must equal the number of dative NRsY( Han} and similarly
for accusatives. Furthermore, an arbitrary number of vealmsoccur in a subordinate
clause of this type (subject to performance constrainth)s Teans that the result of
intersecting this regular language with Swiss German isdt@wing language:

L = Jan sait das mer (d’chint{em Hans)' es huus haend wele (I&ghalfe)"
aastriiche.

But this language is of the forma”b™xc"'d™y, which is not context-free!
So we can conclude that Swiss German is not context free.

15.4 (GOMPLEXITY AND HUMAN PROCESSING

We noted in passing earlier that many of the sentences that wsed to argue for
the non-finite state nature of English (like the “center-edited” sentences) are quite
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(15.12)

(15.13)

(15.14)

difficult to understand. If you are a speaker of Swiss Gernaaiif {fou have a friend
who is), you will notice that the long cross-serial sentanioeSwiss German are also
rather difficult to follow. Indeed, as Pullum and Gazdar (2pgoint out,

precisely those construction-types that figure in the wewiproofs that
English is not context-free appear to cause massive difficuthe human
processing system. ..

This brings us to a second use of the teomplexity. In the previous section we
talked about the complexity of a language. Here we turn toestion that is as much
psychological as computational: the complexity of an ifdiial sentence. Why are
certain sentences hard to comprehend? Can this tell usiagythout computational
processes?

Many things can make a sentence hard to understand. For é&xavepsaw in
Ch. 14 that a word is read more slowly if it is unpredictable;,ihas a lowN-gram
probability or a low parse probability. We also saw in Ch.ghfden-path sentences
where ambiguity can cause difficulty; if there are multiptesgible parses, a human
reader (or listener) sometimes chooses the incorrect pkeaging to a double-take
when switching back to the other parse. Other factors ttfata$entence difficulty
include implausible meanings and bad handwriting.

Another kind of difficulty seems to be related to human mentiomtations, and it
is this particular kind of complexity (often called “lingatic complexity” or “syntactic
complexity”) that bears an interesting relation to the fattanguage complexity from
the previous section.

Consider these sentences from Gibson (1998) that causeutlifis when people
try to read them (we will use the # to mean that a sentence saxseme processing
difficulty). In each case the (ii) example is significantly maomplex than the (i)
example:

(i) The cat likes tuna fish.

(i) #The cat the dog the rat the goat licked bit chased likesffish.

(i) The child damaged the pictures which were taken by theqgrapher who the
professor met at the party.

(i) #The pictures which the photographer who the professet at the party took
were damaged by the child.

(i) The fact that the employee who the manager hired stoleeéfiipplies worried
the executive.

(i) #The executive who the fact that the employee stole effigpplies worried
hired the manager.

The earliest work on sentences of this type noticed that #itlesxhibit nestingor
center-embeddinChomsky, 1957; Yngve, 1960; Chomsky and Miller, 1963; Bfill
and Chomsky, 1963). That is, they all contain examples waexntactic category A
is nested within another category B, and surrounded by etbets (X and Y):

[8 X[a]l Y]
In each of the examples above, part (i) has zero or one emimpdahile part (ii)

has two or more embeddings. For example in (15.12ii) abdngetare three reduced
relative clauses embedded inside each other:
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(15.15)

(15.16)

SELF-EMBEDDED

(15.17)

(15.18)

# [s The cat  the dog | the rat i the elephant admired] bit] chased] likes tuna fishl].

In (15.13ii), the relative clauseho the professor met at the pait/nested in be-
tweenthe photographeandtook The relative clausehich the photographer .. .took
is then nested betwedrhe picturesandwere damaged by the child.

#The pictures [ which the photographer [ who the professdrantine party ] took |
were damaged by the child.

The difficulty with these nested structures is not causedigyammaticality, since
the structures that are used in the complex sentences it2()5(15.14ii) are the same
ones used in the easier sentences (15.12i)—(15.14i). Tieeetice between the easy
and complex sentences seems to relate to the number of embsd8ut there is no
natural way to write a grammar that allodésembeddings but ndtl + 1 embeddings.
Rather, the complexity of these sentences seems to be aspitng@henomenon; some
fact about the human parsing mechanism is unable to deathgte kinds of multiple
nestings, in English and in other languages (Cowper, 19@byBnyshev and Gibson,
1999).

The difficulty of these sentences seems to have somethingwatd memory limi-
tations Early formal grammarians suggested that this might hareesioing to do with
how the parser processed embeddings. For example Yngv8)($8§gested that the
human parser is based on a limited-size stack, and that the imoomplete phrase-
structure rules the parser needs to store on the stack, theegomplex the sentence.
Miller and Chomsky (1963) hypothesized thsatf-embedded structures are particu-
larly difficult. A self-embedded structure contains a sygtitacategoryA nested within
another example o4&, and surrounded by other wordsgndy below); such structures
might be difficult because a stack-based parser might cerfus copies of the rule on
the stack.

A

T
XAy

The intuitions of these early models are important, altthowg no longer believe
that the complexity problems have to do with an actual st&ek. example, we now
know that there are complexity differences between septetiat have the same num-
ber of embeddings, such as the well-known difference betwsebject-extracted rela-
tive clauses (15.17ii) and object-extracted relative £4e(15.17i):

(i) [sThe reporter§ who [sthe senator attacked ]] admitted the error ].
(i) [sThe reporter§ who [s attacked the senator ]] admitted the error ].

The object-extracted relative clauses are more difficytricess, as measured for
example by the amount of time it takes to read them, and oftieorfs (MacWhinney,
1977, 1982; MacWhinney and Csaba Pléh, 1988; Ford, 1988n#aand Maratsos,
1978; King and Just, 1991; Gibson, 1998). Another problemntte old-fashioned
stack-based models is the fact that discourse factors cd&e s@ne doubly nested
relative clauses easier to process, such as the followingldmested example:

The pictures [ that the photographer [ who | met at the partypkt] turned out very
well.
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What seems to make this structure less complex is that ome @rhbedded NPs is
the wordl; pronouns likd andyouseem to be easier to process, perhaps because they
do not introduce a new entity to the discourse.

One human parsing model that accounts for all of this dathesDependency
Locality Theory (Gibson, 1998, 2003). The intuition of th&TDis that object relatives
are difficult because they have two nouns that appear beffigreeab. The reader must
hold on to these two nouns without knowing how they will fitarthe sentences.

More specifically, the DLT proposes that the processing obsitegrating a new
word w is proportional to the distance betweerand the syntactic item with which
w is being integrated. Distance is measured not just in wdndisin how many new
phrases or discourse referents have to be held in memorg aathe time. Thus the
memory load for a word is higher if there have been many im@ingnew discourse
referentssince the word has been predicted. Thus the DLT predictsaatbajuence of
NPs can be made easier to process if one of them is a pronatis #ieeady active in
the discourse, explaining (15.18).

In summary, the complexity of these ‘center-embedded’ ahdroexamples does
seem to be related to memory, although not in as direct adirgatsing stack size as
was first thought 40 years ago. Understanding the relatiprmtween these memory
factors and the statistical parsing factors mentioned in1@his an exciting research
area that is just beginning to be investigated.

15.5 SUMMARY

This chapter introduced two different ideascofmplexity: the complexity of a formal
language, and the complexity of a human sentence.

e Grammars can be characterized by tlyemer ative power. One grammar is of
greater generative power oomplexity than another if it can define a language
that the other cannot define. Tl#¥omsky hierarchy is a hierarchy of gram-
mars based on their generative power. It incluiesing equivalent, context-
sensitive, context-free, andregular grammars.

e Thepumping lemma can be used to prove that a given languagets egular.
English is not a regular language, although the kinds ofeserts that make
English non-regular are exactly those that are hard for legoparse. Despite
many decades of attempts to prove the contrary, English tioegever, seem to
be a context-free language. The syntax of Swiss-Germarhanudorphology of
Bambara, by contrast, are not context-free and seem toreeuilidly context-
sensitive grammars.

e Certaincenter-embedded sentences are hard for people to parse. Many theo-
ries agree that this difficulty is somehow causedtmmory limitations of the
human parser.
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BIBLIOGRAPHICAL AND HISTORICAL NOTES

Chomsky (1956) first asked whether finite-state automataootext-free grammars
were sufficient to capture the syntax of English. His suggesh that paper that
English syntax contained “examples that are not easilyagmetl in terms of phrase
structure” was a motivation for his development of syntattinsformations.

Choksky’s proof was based on the langudge® : x € {a,b}*}. x® means “the
reverse ok’, so each sentence of this language consists of a striagafidbs followed
by the reverse or “mirror image” of the string. This languageot regular; Partee et al.
(1990) shows this by intersecting it with the regular largpea‘bbad. The resulting
language is"b?a™; it is left as an exercise for the reader (Exercise 15.3) towsthat
this is not regular by the pumping lemma.

Chomsky proof shows that English had mirror-like propattieelying on multi-
ple embeddings of the following English syntactic struesjwheres;, S, ..., S, are
declarative sentences in English,

o If S, thenS,
e EitherSs, orgy
e The man who saifs is arriving today

See Chomsky (1956) for detalils.

Pullum (1991, pp. 131-146) is the definitive historical stafiresearch on the non-
context-free-ness of natural language. The early histbgttempts to prove natural
languages non-context-free is summarized in Pullum and&42982). The pumping
lemma was originally presented by Bar-Hillel et al. (1964ho also offer a number
of important proofs about the closure and decidability prtips of finite-state and
context-free languages. Further details, including theging lemma for context-free
languages (also due to Bar-Hillel et al. (1961)) can be fanradtextbook in automata
theory such as Hopcroft and Ullman (1979).

Yngve's idea that the difficulty of center-embedded sergsraould be explained
if the human parser was finite-state was taken up by ChurcBOj1@ his master’s
thesis. He showed that a finite-state parser that implentigist&lea could also explain
a number of other grammatical and psycholinguistic phem@am®&Vhile the cognitive
modeling field has turned toward more sophisticated modetemplexity, Church’s
work can be seen as the beginning of the return to finite-statgels in speech and
language processing that characterized the 1980s and.1990s

There are a number of other ways of looking at complexity thatdidn’t have
space to go into here. One is whether language processing-isoiplete. NP-

nP-coMPLETE  complete is the name of a class of problems which are suspected to tieytary
difficult to process. Barton et al. (1987) prove a number ahplexity results about
the NP-completeness of natural language recognition arsihga Among other things,
they showed that

1. Maintaining lexical and agreement feature ambiguities a potentially infinite-
length sentence causes the problem of recognizing seistanseme unification-
based formalisms like Lexical-Functional Grammar to beddhplete.
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2. Two-level morphological parsing (or even just mappingueen lexical and sur-
face form) is also NP-complete.

Recentwork has also begun to link processing complexity infbormation-theoretic
measures like Kolmogorov complexity (Juola, 1999).

Finally, recent work has looked at the expressive powerfédmdint kinds of proba-
bilistic grammars, showing for example that weighted cetteee grammars (in which
each rule has a weight) and probabilistic context-free gnans (in which the weights
of the rules for a non-terminal must sum to 1) are equally esgive (Smith and John-
son, 2007; Abney et al., 1999; Chi, 1999).

EXERCISES

15.1 Is the languaga"ba" context-free?

15.2 Use the pumping lemma to show this language is not regular:

L = x"y"likes tuna fishx € A,y € B

15.3 Partee et al. (1990) showed that the languadex € a, b« is not regular, by
intersecting it with the regular language*bbaa’. The resulting language &'b?%a".
Use the pumping lemma to show that this language is not regumpleting the proof
thatxx®, x € a, b« is not regular.

15.4 Build a context-free grammar for the language

L= {0&xeca b}
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