Lecture 9: Statistical Analysis

CS 181W Fall 2022



Review: Types of studies

- Interviews: conversations with individuals
- Focus groups: discussions with groups
- Surveys: asynchronous questions

- Experimental Studies: randomized multi-condition studies
- Usability Testing: observations of tool use

- Cognitive Walkthrough: expert evaluation

- Diary Studies: contemporary record of real-world behavior
- Observational Studies: records of behavior in the wild

- Mixed-methods studies



Types of Studies

- Descriptive investigations: construct an accurate
description of reality

- typical methods: interviews, surveys, diary studies, observational
studies



Types of Data

Quantitative Data Categorical Data
- Things you can measure - Groups/categories
with numbers . Either no order or no
- Must have an order and consistent interval
consistent intervals - Two types:
- Two types: - Nominal: no order (e.g.,
- Discrete: things you can favorite dining hall)
count with integers (e.g., - Ordinal: order but no
how many clicks it takes) consistent interval (e.g.,
. Continuous: things you can Likert scale for satisfaction)
measure precisely with floats
(e.g., how long it takes)
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Descriptive Data Examples

Quantitative Data

- Time taken to complete

dining hall survey
(continuous)

Dining Hall Survey Time (Seconds)

Categorical Data

- Favorite dining hall
(nominal)

Favorite Dining Hall
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Describing Quantitative Data

Quantitative Data

- Time taken to complete
dining hall survey
(continuous)

Dining Hall Survey Time (Seconds)

- Visualizations
- Histogram
- Smoothed histogram
- Kernel density estimation

- Measures of central tendency
° Mmean
- median
- mode

- Measures of spread
- range
- variance
- standard deviation



Types of Studies

- Descriptive investigations: construct an accurate
description of reality

- typical methods: interviews, surveys, diary studies, observational
studies

- Relational investigations: identify relations between
multiple factors

- typical methods: surveys, observational studies

- Experimental investigations: identify causal effects
between factors
- experimental studies



Types of Variables

Independent Variables Dependent Variables
- factors of interest that - outcome or effect that is
might "cause" observed measured in a study
effects
- e.g., time, success,
- controlled variables accuracy, satisfaction,
- condition (e.g., design of ease
mechanism)

- attributes

- age, computer experience,
education, culture, motivation




Statistical Tests

Dependent Variable

Categorical

Quantitative

Hypothesis Testing

t-Test (paired t-Tests)

Quantitative

Lo Fisher’s Exact Test ANOVA (RM ANOVA)
3.0

O

S S Correlation

£ Logistic Regression ©

Linear Regression




Categorical Independent Variable

- Different distributions of your dependent variable for each
possible value of your (categorical) independent variable

| understand how [company] uses my data.
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| understand how [company] uses my data.

Annotation tool Privacy Poli-see
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Hypotheses

04-

03-

- Null hypothesis (H)

- There is no difference (in distributions)
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You generally either find evidence in support of the
alternative hypothesis or do not find evidence in support of
the alternative hypothesis.



Why significance tests?

Consider the following statements:

1. Mike's height is 6'2". Mary's height is 5'8". So Mike is taller than
Mary.

2. The average height of three males (Mike, John, and Ted) is 5'5".
The average height of three females (Mary, Rose, and Maria) is
5'10". So, on average, females are taller than males.



Why significance tests?

- Since we only sample a subgroup of the population,
significance tests calculate confidence that results
generalize to the entire population

- p-value is probability of getting the observed distributions
if the different samples are drawn from the same
distribution (i.e., if the null hypothesis is true)

- p < .05 means 95% probability that result applies to the
entire population



What statistical tests?

Dependent Variable

Categorical

Quantitative

Hypothesis Testing

Quantitative

c Categorical Chi-Squared Test
o Fisher’s Exact Test
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Chi-Squared Test

- Hy: Pomona students and off-campus students are
equally likely to prefer a Pomona Dining Hall

Pomona Dining Hall Other Dining Hall

Pomona Students 21 80
Other 5C Students 8 23

p = .732

- Hy: Pomona students and off-campus students are
equally likely to most frequently eat at a Pomona Dining
Hall

Pomona Students 95 6

Other 5C Students 2 29

p < .001



Example: Categorical-Categorical

Third parties

J Q AB I_E P R IVACY.ORG About  Browse Policies

Search for a website

The privacy policies presented here are automatically identified and machine annotated by our algorithms. Learn more.

Runkeeper runkeeper.com

Privacy Practices

Click a category to highlight specific
practices automatically identified by
our algorithms.

[
-1ySharing/CulleL1iun0 o

IUser Cholce/Control @ (> )
User Access, Edit and Deletion @ @D

I Data Retention @ o

laﬁ Security @ (3]

I Policy Change @ o
Do Not Track @

International and Specific Audiences @
(=)

Choice Links @ o

We were unable to automatically locate
choices you can make.

Webpage downloaded 2/17/2019 (current version) Reading Level: College (Grade 14)
40 privacy statements and 0 choices identified

Privacy Policy
ASICS PRIVACY POLICY

Effective: 25 May 2018

We value the trust that you place in us by sharing your personal data with us. ASICS takes your
privacy seriously and is committed to handling your personal data in a way that is fair and worthy of
that trust. ASICS will take all reasonable steps to protect your information from misuse and keep it
secure. We believe it is important to inform you about how we will use your personal data. Therefore
we encourage you to read this privacy policy carefully.

SUMMARY

This privacy policy explains the types of personal data we collect and how we use and protect that
information:

SCOPE

This privacy policy applies to all personal data that is collected and used by us when you create an
ASICS ID account or another ASICS account, when you visit or use the websites, applications, web
shops, online, mobile, instore or other services of ASICS (‘Services’), when you purchase our
products in our stores, participate in events or contests of ASICS or interact with us through social
media or otherwise. For purposes of this privacy policy, ‘personal data’ means any information

through which we can identify you, as further described below in ‘ Personal Data We Collect’,

- H_0: There is no difference in in how many people answer
factual questions correctly between Polisee and

annotated privacy policies

Machine Analyzed Policy 1




Example: Categorical-Categorical

We use cookies to improve your experience on our site, to support personalized advertising and content, and to analyze how our site is used.

Accept cookies

Deny cookies

Bl Opt-out Bl Opt-in No Action
Positive
Neutral
Negative
0 20 40 60 80 100

Percent (%)

- H_0: There is no difference in in how many people opt-out
of cookies between cookie banners with positive, neutral,
and negative framings.



What statistical tests?

Dependent Variable

Categorical

Quantitative

Hypothesis Testing

t-Test (paired t-Tests)

Quantitative

9 o Fisher’s Exact Test ANOVA (RM ANQVA)
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t-test and ANOVA

o H O: Th ere are no d |ﬂ-'e rences in the Confidence intervals and estimated difference
Sample 1 mean 3.6+0.639
means between groups.

- 2 groups: T-test A

- 3+ groups: ANOVA 29611 14.230
Sample 2 mean 24+0.617
- Assumptions: A
- Simple random sample 1783, 13.017
- Independent observations Difference of means d=12 SE=0418 Mp=000733

- Normal distribution
- Homogeneity of variance

*If you don’t have a normal distribution, try a Mann-Whitney U test



Example: Categorical-Quantitative(?)

Technical Version

How comfortable would you be
using a product or service if
the data use policy says

“We use pixel tags to collect
information”?

e
‘0\ b\e Q¢

& e W
A S

WAL

Explanatory Version

How comfortable would you be
using a product or service if the
data use policy says

“We monitor user behaviors
across different websites
using invisible images and
other website elements”?

e
“0\ *o\e o\

K K O
¥ IO & »°
¥

- H_0: There is no difference in in Comfort level between
technical language and explanatory language.



Example: Categorical

Third parties

Lost mocéad:Dacamber 20, 203

@ Prvacy Palicy - Polices & Prnciples - Geagle - Mzl Firefox
Fle £ You botoy fookmis Toos e
[ Prc oy -potis & rncs-. [ |

snagecom s s

Privacy Policy

o esons)

l ]QA\B LE P RIVACY ORG  About  Browse Policies

EXPLORE!

The privacy policies presented here are automatically identified and machine annotated by our

Runkeeper runkeeper.com

Privacy Practices Webpage downloaded 2/17/2019 (current version)
40 privacy statements and 0 choices identified
Click a category to highlight specific

actices automatically identified by
gorithms.

[FEEgERE- - ©  Privacy Policy
[ s coecton 0. €@ ASICS PRIVACY POLICY
lUser Choice/Control @ [ 2] Effective: 25 May 2018

-Quantitative

Search for a website

algorithms. Learn more.

Reading Level: College (Grade 14) < Feedbach

We value the trust that you place in us by sharing your personal data with us. ASICS takes your
User Access, Edit and Deletion @ @3 privacy seriously and is committed to handling your personal data in a way that is fair and worthy of
that trust. ASICS will take all reasonable steps to protect your information from misuse and keep it

| Data Retention © ) secure. We belleve It s important to inform you

about how we will use your personal data. Therefore,

Peeseavo o SUMMARY

we encourage you to read this privacy policy carefully.

I Policy Change @ o This privacy policy explains the types of personal data we collect and how we use and protect that

information:

SCOPE

Do Not Track @

International and Specific Audiences ©
[:]

shops, online, mobile, instore or other services

This privacy policy applies to all personal data that is collected and used by us when you create an
ASICS ID account or another ASICS account, when you visit or use the websites, applications, web

of ASICS (‘Services'), when you purchase our

Choice Links & o roducts in our stores, participate in events or contests of ASICS or interact with us through social
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Statistical Tests

Dependent Variable

Categorical

Quantitative

= Categorical th-Square Test t-Test (paired t-Tests)

Lo Fisher's Exact Test ANOVA (RM ANOVA)

5 S

O =

o ©

g = itati Logistic Regression e

. _Quant!tatlve J g Linear Regression
Relationship Testing




Pearson correlation

- Looks for a linear relationship between variables

- Is the number of viruses on a unicorn’s computer linearly related to
how much time it spends watching videos of cats online?

- Assumptions:
- Requires that both variables be normally distributed
- Linearity
- Homoscedasticity



Spearman’s rank correlation (Spearman’s p)

- More generic correlation test

- Allows for non-linear relationships. |
- Checks for monotonicity “\A

- Assumption:

- Data should be at least ordinal A\\

Images from: https://en.wikipedia.org/wiki/Monotonic_function




What Does Correlation Look Like?
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Limitations of Correlation Analysis

- only compares two variables
- doesn't make predictions



Regressions

- model relationship between 1 or more independent
variables and a dependent variable

- different types of regression for different types of
dependent variable:
- Continuous outcome: linear regression
- Binary outcome: logistic regression
- Ordinal outcome: ordinal / ordered regression

- linear regression defines a linear function to predict the
dependent variable



Correlation vs Regression

- There's some overlap in cases where you would use
correlation vs cases where you would use regression

Correlation quantifies the direction and strength of the relationship between two numeric variables, X and Y, and always lies
between -1.0 and 1.0. Simple linear regression relates X to Y through an equation of the form Y =a + bX.

Skin Cancer Mortality vs State Latitude Skin Cancer Mortality vs State Latitude

— Correlation o Simple Linear Regression

c
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Statistical Tests

Dependent Variable

Categorical

Quantitative

Independent

Variable

Categorical Chi-Square Test t-Test (paired t-Tests)
Fisher’s Exact Test ANOVA (RM ANOVA)
Correlation

Quantitative

Logistic Regression

Linear Regression




Exercise: Choosing a statistical test

1.

| split unicorns into living in the forest or living in the
clouds, and they each indicated whether or not they
liked their new living environment. Does the assigned
system impact whether or not they liked it?

| measured how much time unicorns spend at home. Do
unicorns that live in the cloud spend more time at home
than those that live in the forest?

| measured how long unicorns stay home and their
magicalness score (1 to 100). Are these values related
to each other?

| measured how long unicorns stay home and their
magicalness score, age and weight. I'm curious what
input factors (if any) impact the output.



“statistically significant effect” # “big effect”

If you have a p-value that is really low, like p<0.0001, what
that tells you is that it would be quite strange for your data
to exist if the null hypothesis is true.

It does NOT tell you whether your effect size is small or
large.

Or whether it's meaningful or important.
Or whether one thing causes the other.
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Exercise: Statistical Analysis



Statistical Analysis
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