8/28/25

Admin

Assignment 1 due tomorrow (Friday)

Assignment 2 out soon: start ASAP! (due next

Sunday)
1 Can (and are STRONGLY encouraged to) work in
pairs
DECISION TREES Slack
David Kauchak
1 2
Admin Features
B |
Mentor hours starting next week:
examples features

o Wednesdays 6-8pm (Edmunds downstairs)
How our algorithms
actually “view” the data

fi, f2,f3, .., fn Features are the
questions we can ask

1, f2, f3, ..., fn about the examples

f1, f2, f3, ..., fn
h J

Office hours posted soon f1, f2, f3, ..., fn

Lecture notes posted (webpage)

Keep up with the reading

(o®

Videos before class
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A sample data set .
Decision trees
Features Label
oo Weater Aot Sa [ conmie =
BAM Sunny No No Long
BAM Cloudy No Yes Long
;‘;’;M z“”"y 3" :" f""" 10 AM Tree with internal nodes
ainy es o ong
Y Samy o o oo SAM 9AM labeled by features
10AM Sunny No No Short
10AM Cloudy No No Short Branches are labeled by
9AM Sunny Yes No Long
10AM Cloudy Yes Yes Long L No Yes tests on that feature
0AM Rainy No No Short No Yes Long
SAM Cloudy Yes No Long Leaves labeled with
o Rany A o Stor Short Long Short Long | classes
8 AM, Rainy, Yes, No? Can you describe a “model” that could
10 AM, Rainy, No, No? be used to make decisions in general2
6
Decision trees Decision trees
|
Tree with internal nodes Tree with internal nodes
labeled by features 10 AM sAM 9AM labeled by features
Branches are labeled by ‘ ‘ Branches are labeled by
tests on that feature No Yes tests on that feature
Yes No Yes @
Leaves labeled with Leaves labeled with
Short Long Short Long | classes Short Long Short Long | classes
Leave = 8 AM Accident = Yes Leave = 8 AM Accident = Yes
Weather = Rainy ~ Stall = No Weather = Rainy ~ Stall = No




Decision trees

Short Long Short Long
Leave = 10 AM Accident = No
Weather = Rainy ~ Stall = No

Tree with internal nodes
labeled by features

Branches are labeled by
tests on that feature

Leaves labeled with
classes

Decision trees
| )
Tree with internal nodes
10 AM 9 AM labeled by features
8IAM
‘ ‘ Branches are labeled by
No Yes tests on that feature
No Yes Long
Leaves labeled with
Long Short Long | classes
Leave = 10 AM Accident = No
Weather = Rainy  Stall = No

9 10
To ride or not to ride, that is the question... Recursive approach
| |
Base case: If all data belong to the same class, create
= — T 5 a leaf node with that label
Road Normal Sunny YES
Trail Mountain Sunny YES Otherwise:
Road Mountain Rainy YES
Trail Normal Snowy NO calculate the “score” for each feature if we used it
Road Normal Rainy YES to Splif ﬂ,‘e da'd
Road Mountain Snowy YES . . .
= — S NG pick the feature with the highest score, partition the
Road Normal S NO data based on that data value and call recursively
Trail Mountain Snowy YES
Build a decision tree
11 12
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Partitioning the data

Partitioning the data

Terrain Terrain
type
Road Normal Sunny YES. ) Road Normal Sunny YES. )
13 14
Partitioning the data Partitioning the data
[ [
Terrain Terrain
Rna/\wl Raﬂmﬂil
YES: 4 YES: 4 2
Road Normal Sunny Yes NO: 1 Road Normal Sunny YEs NO: 1 ?

15
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Partitioning the data

Terrain

Partitioning the data

Terrain
Road Trail Road Trail
e e R .y ves.2 T D .y ‘s 2
o or s o ors
Road Mountain Rainy YES Road Mountain Rainy YES Unicycle
Trail Normal Snowy NO Trail Normal Snowy NO Mountain Normal
Road Mowtain  Snowy  YES Road Mowtain  Snowy  YES 2 2
17 18
Partitioning the data Partitioning the data
| |
Terrain Terrain
Road Trail Road Trail
TR T e [ ves.a ‘5.2 T e T S ves.a ‘5.2
o o s o o s
Road Mountain Rainy YES Unicycle Road Mountain Rainy YES Unicycle
e [Prc] G NO Mountain Normal L] Normal e NO Mountain Normal
Road | Sy Yes. YES: 4 YES: 2 [t e | S s YES: 4 YES: 2
Trail Normal Sunny NO NO: 0 NO: 4 Trail Normal Sunny NO NO: 0 NO: 4
T
YES: 2 YES: 2 YES: 2
NO: 1 NO: 2 NO: 1

19

20




8/28/25

Partitioning the data Decision trees
|
Terrain Unicycle Weather Terrain Unicycle Weather
Road Trail Mountain Normal Rainy g Sunny Road Trail Mountain Normal Rainy g Sunny
nowy nowy
YES: 4 YES: 2 YES: 4 YES: 2 YES: 2 YES: 2 YES: 2 YES: 4 YES: 2 YES: 4 YES: 2 YES: 2 YES: 2 YES: 2
NO: 1 NO: 3 NO: 0 NO: 4 NO: 1 NO: 2 NO: 1 NO: 1 NO: 3 NO: 0 NO: 4 NO: 1 NO: 2 NO: 1
calculate the “score” for each feature
if we used it to split the data How could we make these into decision trees?
What score should we use?
If we just stopped here, which tree would be best?
How could we make these into decision trees?
21 22
Decision trees Decision trees
| |
Terrain Unicycle Weather Terrain Unicycle Weather
Road Trail Mountain Normal Rainy _“guouy Sunny Road Trail Mountain Normal Rainy _“goouy Sunny
YES: 4 YES: 2 YES: 4 YES: 2 YES: 2 YES: 2 YES: 2 YES: 4 YES: 2 YES: 4 YES: 2 YES: 2 YES: 2 YES: 2
NO: 1 NO: 3 NO: 0 NO: 4 NO: 1 NO: 2 NO: 1 NO: 1 NO: 3 NO: 0 NO: 4 NO: 1 NO: 2 NO: 1
Training error: the average error over the training set
For classification, the most common “error” is the
number of mistakes
Training error for each of these?

24
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Decision trees Training error vs. accuracy
| ) | )
Terrain Unicycle Weather Terrain Unicycle Weather
Road Trail Mountain Normal Rainy g Sunny Road Trail Mountain Normal Rainy Sunny
nowy Snowy
YES: 4 YES: 2 YES: 4 YES:2  YES:2  YES:2  YES:2 YES: 4 YES: 2 YES: 4 YES:2  YES:2  YES:2  YES:2
NO: 1 NO: 3 NO: 0 NO:4 NO:1  NO:2  NO:1 NO: 1 NO: 3 NO: 0 NO:4 NO:1 NO:2 NO:1
Training
3/10 2/10 4/10 g 310 2/10 4/10
error:
Training 7 /10 8/10 6/10
accuracy:
Training error: the average error over the training set training error = 1-accuracy  (and vice versa)
Training error: the average error over the training set
Training accuracy: the average proportion correct over the training set

25 26

Recurse Recurse

Unicycle
Mountain Normal
Trail Normal  Rainy NO Unicycle
| YES: 4 YES: 2
Road Normal  Sunny Yes Mountain Normal
NO: 0 NO: 4
Trail Mountain  Sunny Yes
Road Mountain  Rainy ves YES: 4 YES: 2
Trail Normal  Snowy No NO: 4
. Trail Normal  Rain NO
Road Normal  Ralny ves Trail Mountain  Sunny Yes 4
. Road Normal  Sumn ves
Road Mountain  Snowy ves Road Mountain  Rainy Yes 4
. Teail Normal  Snow, NO
Trail Normal  Sunny No Road Mountain  Snowy Yes v
. Road Normal  Rain ves
Road Normal  Snowy No Trail Mountain  Snowy Yes 4
Teail Normal  Sunny NO
Trail Mountain  Snowy ves
Road Normal  Snowy NO

27 28
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Recurse

Unicycle

Mmmu/\Nuvmal

Recurse

Moummvmal

YES: 4 YES: 4
NO: 0
3
u .
Tl Mountain  Sumny ves What should we do? Trai Mountain Sy ves No need to examine other
we do? .
Road Mouniala | Rainy ves at should we do Road Mowiaia | Rainy ves features since all examples
Road Mountain  Snowy Yes Road Mountain  Snowy ves have the same label.
Tail Mowtan  Snawy  YES i Mowntain  Snowy  YES
Unicycle Unicycle
Mm,,"a/\Nurmal Mountain Normal
YES: 4 YES: 2 YES: 4 YES: 2 Still two features left we can split on
NO: 4 NO: 4
Pl S Pl
1y 1y
Teai e No e - o
Road Nemell 5=y ves Road I - ves
Teai Neoel |G| e 0 BT
Road Nemall [F=ies ves Road I - ves
T Nl |G No e B o
Road Nomal I [Seo=y S (NS Road 0 D

31
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Recurse

Recurse

Terrain Terrain
Unicycle Unicycle
Road Trail Road Trail
Mountain Normal Mountain Normal
YES: 2 YES: 0
YES: 4 YES: 2 YES: 4 YES: 2
NO: 1 NO: 3
NO: 4 NO: 4
Trail Normal  Rainy No Trait Normal  Rainy No
Road Normal  Sumny ves Road Normal  Sumy ves
Trail Normal  Snowy No Trait Normal  Snowy No
Road Normal  Rainy ves Road Normal  Rainy ves
Trail Normal  Sumny No Trait Normal  Sumy No
Road Normal  Snowy No Road Normal  Snowy No
Terrain Terrain
Unicycle Unicycle
Road Trail Road Trail
Mountain Normal Mountain Normal
YES: 2 YES: 0 YES: O
YES: 4 YES: 2 YES: 4 YES: 2
NO: 1 NO: 3 NO: 3
NO: 4 NO: 4
1/6
Weather Weather
Teail Normal  Rainy No s Trait Normal  Rainy No s
Rail unn; Rair unn’
Road Normal Sunny. YES. ANY_snowy 4 Road Normal Sunny YES AN snowy 4
Teail Normal  Snowy No VES: 1 YES:O  YES: 1 Trait Normal  Snowy No YES: 1 YES:O  YES:1
Rood Normal  Rainy ves NOi1T  NOi2  NOM1 Road Normal  Rainy ves NO:1  NOi2  NO:1
Teail Normal  Sunny No Trait Normal  Sumny No
Rood Normal  Snowy No Road Normal  Snowy No 2/6
Which should we pick?

35
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Recurse Recurse
| |
Unicycle Unicycle
Mountain Normal Mountain Normal
YES: 4 Terrain YES: 4 Terrain
Road Trail Road Trail
YES: 2 Weather
NO: 1 NO: 3 Rainy g5 Sunny NO: 3
YES: 1 YES: 1
NO: 1
e e
R D
[
Recurse Problematic data
Unicycle
Mountain Normal e Normal Rainy NO
R T I
_ e ey
YES. 4 Terrain Road el S Yes — e o .
2o v TR I e N
s my [ o o |8 o
Weather e [trcd] G NO v
o oy e s I
ain P =
Y Snowy ! food Normel o e Road Mountain  Snowy ves
L e n T T =
YES: 1 YES: 1 Trail Normal Sunny NO — N . & v o)
No:1 Regd [trcd] G NO v
s e
e e
Are we always guaranteed to get When can this happen?
Training error? a training error of 02

39
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Recursive approach

a leaf node with that label OR all the data has the
same feature values

Do we always want to go all the way to the bottom?

41

Base case: If all data belong to the same class, create

What would the tree look like for...

Mountain  Rainy

Teail Mountain  Sumny Yes
Road Mountain  Snowy Yes
Road Mountain  Sunny Yes

42

.
What would the tree look like for...
| |
Unicycle Unicycle
MoumMrmn\ Mgun'Mrmul
YES Terrain YES Terrain
Raa%\ﬁﬂ" RauN”
Weather NO Weather No
Ruiwﬂﬂ‘/ RuiW"“Y
NO  YES L NO  YES NO
Maybe...
Is that what you would do? Unicycle
Maun!m’mal
YES NO
43

What would the tree look like for...

44
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YES

What would the tree look like for...

Unicycle

Trail Normal Snowy NO Ruimnny
Road Normal Snowy YES NoO YES No

An aside: how did we decide to pick the label for normal—road—rainy?

Trail
Teail

Road
Road

Trail

Trail

Trail

Mountain
Mountain
Mountain
Mountain

Normal

Normal

Normal

Rainy
Sumny
Snowy
Sumny

Snowy.

Rainy

Sunny.

Yes
Yes
Yes
Yes
No

NO

NO

What would the tree look like for...

Unicycle

Maun'Mrmul
YES

Road
Weather NO
Rainy wy Sunny
NO  YES No

An aside: how did we decide to pick the label for normal—road—rainy?

Terrain

45

46

What would the tree look like for...

Unicycle
Moun.V\mem
Teai T [ ves ves Tervain
Teal ) ves
g,ﬂ/\nun
Road rrr S
= e ves Weather NO
i Sunn
Rainy g 0.5 y

NO  YES No

An aside: how did we decide to pick the label for normal—road—rainy?

Treail

Trail

Road

Road

Trail

Trail

Road

Road

Trail

Trail

Trail

Mountain

Mountain

Mountain

Mountain

Mountain

Normal

Normal

Normal

Normal

Normal

Normal

Normal

Normal

Rainy.
Sunny
Snowy

Sunny

Snowy
Rainy.
Snowy
Sunny
Sunny

Snowy

Rainy.

Heavy
Light
Light

Heavy

Light
Heavy
Heavy
Light

Heavy

Light

Light

What would the tree look like for...

| el
I e e N TS [

)
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Overfitting Overfitting
| ) | )
09
Unicycle 5 ) —
Trail Mountain  Rainy. ves Mountain Normal iy p -
Trail Mountain  Sunny ves YEs NO =
Road Mountain  Snowy YEs pr 3% /
Road Mountain  Sumny ves . £ oo
et Norma! e o Overfitting occurs when we bias 2
our model too much towards the e
Trait Normal  Rainy o - 6 PR
Road Normal  Snowy ves training data
Road Normal Sunny NO 055
Trail Normal Sunny NO Our goal is to learn a general 0s
. 0 10 20 30 4 S50 6 70 8 9 10
model that will work on the Size of tree (umber o nodes)
training data as well as other . . .
data (i.e., test data) Our decision tree learning procedure always decreases training error
.e.,
Is that what we want2
49 50
Test set error! Overfitting
| |
09
Machine learning is about predicting the future based on the past. 0 . —
-- Hal Daume Il a8

Training
Data

past

&

»

future

Testing
Data

Accuracy

06 On training data —
Ontest data ===~

0 10 20 30 40 S0 60 70 80 90 100

Size of tree (number of nodes)

Even though the training error is decreasing, the testing error can go up!

51

52
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Trail

Trail

Road

Road

Trail

Trail

Road

Road

Trail

Unicycle
Mountain Normal
Mountain  Rainy ves ves p—
Mountain  Sunny ves
Road Trail

Mountain  Snowy ves
Mountain  Sunny ves Weather NO
Normal  Snowy No . s,

Rainy g0 SUMY
Normal  Rainy No No
Normal  Snowy ves No  YES
Normal  Sunny No
Normal  Sunny No

How do we prevent overfitting?

Preventing overfitting
=
Base case:

If all data belong to the same class, create a leaf
node with that label

OR all the data has the same feature values
OR We've reached a particular depth in the tree
2

One idea: stop building the tree early

53 54
Preventing overfitting Preventing overfitting: pruning
| |
Base case:
If all data belong to the same class, create a leaf Unicycle Pruning: after the tree is built, go
node with that label Mountain Normal back and “prune” the tree, i.e.
OR all the data has the same feature values YES Terrain remove some lower parts of the
R Road Trail tree
OR We've reached a particular depth in the tree
Weather NO . .
We only have a certain number/fraction of examples Rainy g Sunny Similar to stopping early, but
.. i done after the entire tree is built
remaining NoO
NO YES
We've reached a particular training error
Use development data (more on this later)
55 56

8/28/25
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Preventing overfitting: pruning
[

Unicycle
Mountain Normal
YES Terrain
Road Trail
Weather NO
Rainy g Suny
NO  YES No

Build the full tree

Preventing overfitting: pruning
[

Unicycle

Mountain Normal

Unicycle

- Mountain Normal

YES NO

Build the full tree

Prune back leaves that are too specific

57

58

Preventing overfitting: pruning
=

Unicycle

Mountain Normal

Unicycle

B e

YES

Pruning criterion?

Normal

NO

Handling non-binary attributes
|
Passengertd Pclass  Sex e Sk bach Tkt Fare Embarked  Sunived
s0s 3 0o o o 1 s esier 0 1
756 2 o o 1 1 2s0649 105 2 1
a0 3 1 o 2 1 e 1258 0 1
a5 3 1 o p 1 e 1025 0 1
79 2 0 om 0 2 2arm 29 2 1
a2 2 o om 1 T om0 e 2 1
306 1 0o o 1 2 s s 2 1
165 3 0 1 a 1m0 e 2 o
73 3 1 1 1 1 e nam 2 1
18 2 0 1 2 1 o 39 2 1
= 3 1 1 o 2 s sz 0 1
37 3 0 1 5 > am 169 2 o
789 3 0 1 1 2 @ wss 2 1
a2 2 0 1 o 3 s oo o 1
s 3 0 2 3 1 w0 2105 2 0
It 3 0 2 a 1 oames 291 1 o
120 3 1 2 4 2 wm s 2 0
206 3 1 2 0 T aamsa 0des 2 o
298 1 1 2 1 2 uwm s 2 0
0 2 0 2 1 1 2000 26 2 1
250 3 1 2 o 10w 12287 2 1
What do we do with features that have multiple values? Real-values?

59

60
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Features with multiple values Real-valued features
| |
cai Use any comparison test (>, <, <, =) to split the data into
ainy
Rainy not Rainy two parts
Weather
) NO Snowy? . . .
Rainy oy~ SUmnY s s Select a range filter, i.e. min < value < max
nowy unny
NO  YES No
YES NO
Fare < $20 Fare
Treat as an n-ary split Treat as multiple binary splits Yes No 0-10 >50
10-20 20-50
61 62
Other splitting criterion Other splitting criterion
| |
09} Entropy,
“seore” o
o]
o
o
o4
o3
o Miscassfcaton aror
o1
We used training error for the score. Any other ideas? CT By Ry T
»
- Entropy: how much uncertainty there is in the distribution over labels after the split
- Gini: sum of the square of the label proportions after split
- Training error = misclassification error
63 64
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Decision trees
|

Good? Bad?

Decision trees: the good

Very intuitive and easy to interpret

Fast to run and fairly easy to implement (Assignment

2©)

Historically, perform fairly well (especially with a few
more tricks we'll see later on)

No prior assumptions about the data

65

66

Decision trees: the bad
|

Be careful with features with lots of values if you're not doing
binary splits

Trail

Road

Road

Trail

Road

Trail

'
2

3

4

5

6 Road
7

s

5 Road
'

o Trail Mounts

Which feature would be at the top here?

Decision trees: the bad

Can be problematic (slow, bad performance) with
large numbers of features

Can't learn some very simple data sets (e.g. some
types of linearly separable data)

Pruning/tuning can be tricky to get right

67

68
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Final DT algorithm

DT_train(data):

Base cases:

I If all data belong to the same class, pick that label
If all the data have the same feature values, pick majority label (if fie, parent
majority)
If we're out of features fo examine, pick maijority label (if tie, parent maijority)
If the we don’t have any data left, pick majority label of parent

If some other stopping ci

ria exists to avoid overfitting, pick majority label

Otherwise (i.e. if none of the base cases apply):

calculate the “score” for each feature i

we used it fo splif the data

pick the feature with the highest score, partition the data based on that data, e.g.
data_left and data_right

Recurse, i.e. DT_train(data_lefr) and DT_train(data_right)

Make free with feature as the splitting criterion with the decision frees refurned from
the recursive calls as the children

Pseudocode (from the book)
S

Algorithm 1 DECISION TREETRAIN (data, remaining features)
guess < most frequent answer in data
= if the labels in data are unambiguous then
+  retum Lear(guess)
+ else it remaining features is empty then
o retum Lias(guess)
« else
»  forallf € remaining features do
©  NO ¢ the subset of data on which f=rio
+ YES ¢ the subset of data on which f=yes
w  scorelf]  # of majority vote answers in NO
- +# of majority vote answers in YES
J/the accuracy we would get if we only queried on f

7/ default answer for this data
I/ base case: no need to split further

/1 base case: cannot spli further
11w need to query more features

.+ endfor

5w f ¢ the feature with maximal score(f)
w  NO+ the subset of data on which f:
i YES ¢ the subset of data on which f=yes

«  left & DECISIONTREETRAIN(NO, remaining features \ {f})

i right ¢ DECISIONTREETRAIN(YES, remaining features \ {f})
w  retun Nooe(f, lef, right)

- endif

69

70

Jrigorithm « D crsron T v Tuxinata, remciing frares)

end

Base cases:

5 motFequentamsverin a2 ool anowe o
e O ecsemnsssnume |- |f all data belong to the same class, pick
« ese rminingftures is cmpy then that label

o Foase case ot s v

1w neod o uery moroeanes 2

NO - the subset of dats on which
YES o the subset

I DrersonTareTs,
gt

110 accuracy we wads gt e oy queied on ¢

e with maxional

or)

o dataon which f-es
AT(NO, rnaining otares', () 5
b DCIsIoNTITRAIN(YES, emaining fentures | (7))

retun Nooe(), i, right)

it

frigoritnm 1 D crsron Turs Tuxin Gata,semaiing feaur

Siss — most fequent amewerin diia oot amweror s | BOSe cases:
e abels in ot e cnambs

roturn 1 zar(gis)

iguous then If all data belong to the same class, pick

that label

base cae: 0 s 10t rher

roturn Lzas(gues) S ———
ise. e noodto quory morsestres
forall & rmaing fstures do

NO'c- the subset of dta

110 acuracy e would et 1 o oy queried on

- the festure with maximal core/)
NO - the subsetof dataon which f=ri
YES - the subset of dai on which f=yes
1 DrCrSIONTa TR TRAINNO, remating ftures ', (1) 5
right - DuCistoNTus Tan(YES, remaining fatures |, {1])
roturn Nooe(), if,right)

endit

71

72
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b st T e, e )
s+~ most eequent ansvier in L e o s i
ambigions fren

o reed o ot urher

50 caso:cannot it rher

© rotum Luastguess o
Colss 1w o ey moce e

Toral ¢ emaiing aturs do
NO e the subset of dta n which

Base cases:

1

If all the data have the same feature
values, pick majority label (if fie, parent

ot < Decoscon Teee T, e )

e orraam  Base cases:

* oo Lenstgi) pR———

Oty ——

© et Linsigesy o ot v
aso oy mors o If all the data have the same feature

values, pick majority label (if fie, parent

forall ¢ remaining fatures do
of data on which

e L UNO« thesubset - ”
£5 . the et of dt s maijority) T YES o et of dote om ki maiority)
L e mi,m\) vole answersin NO o]t oty e e o
of majority vote answers in YES . ty vote answwers i YES
11 acouracy we ol get i s oy querisdon - fitasa e T
. end «
o f o thefeature with maimal s .
4 NO  the subset of dta on which,
+ YES . thesubsct of dita on which = .
D e DrcrmonTameTan(NO, rmiing s\ 1) i sng e, ()
Pght  DRCISTONTRRFTRATN(YES, romaining fstares |, {7)) ght - DRCTSIONTRTTRATN(YES, oniing faturs, 1))
+ rotum Noosf, e, ight oo Nowsl, I, right)
< endit < end
Not in this pseudocode!
JAigoritnm 1 D crsron Ty T A, evisiing fraturs) s LT Y e )
Base cases:

s+ most froquent amswer in i
[T ————
return 1 rar(puss) s case: na e o s v
else if remaiing fstures is cmpty then
rotun Lzas(gues)

oot answer or s G

1 oase case:canno st furer
else e oo uery more atres
Toral & reming fsturs do

ks
he accuracy we wa et e oy queried on ¢
end for
©f e thefeature with maimal scne)
+ N  the subiet of dui on which,
- YES - the subset of dto om which,
T Ufie DrermonTare AN, nrtaing s 1)

ght - DucasioNTuss Tunin(YES, remaining fetures |, (7))
rotum Noos(/, i, right)
endit

If we're out of features to examine, pick
maiority label (if fie, parent majority)

Foquentomwerin s joom s BASe cases:

e muml,m it e wambigos thon

Serailf c g s do
NO'c the subset of dtacn which f-r0
YES - the subset of data on which
) of oy v aners n N0
nres
e searso v e e oy et o

If we're out of features to examine, pick
maijority label (if tie, parent majority)
~ endfor
e feature with maxima sare)
NO «— thesubset of da on which f=r
YES - the subset of dtaon which,
U DrcroTATETR AN, i e
ig ¢ DACstoNTREETRAIN(YES, rmainin s, {1))
rotum Noor(, i, i)
ndit

75
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igorithm « DECIsIoN TREX TRATN (data rematning featres)
“gues - most lequent anewer in dala

mambiguous then

bas casa: s o st furhr

et cnewar o i G

rotum Lus(sues)
else i remaiing fatures s empiy then
rotum Lus(oues)

oaso caso:cannot it urtor
1w oo 0 query morefatres
Toral ¢ emaiing aturs do

NO e the subset of dta n which
VES - thesubset o dta m hich e
2 sonlfl e # of majority vole answersin NO
i 1 of mofority vote anwers in YES

11 acouracy we ol get i s oy querisdon -

feges
I DrcisioNTREsTRANNO, emaining frtwres |, (1))
Pght  DRCISTONTRRFTRATN(YES, romaining fstares |, {7))
rotum Nooul, i, right)

ndit

Base cases:

If the we don’t have any data left, pick
majority label of parent

If some other stopping criferia exists fo
avoid overfitting, pick majority label

JAigoritnm « D crston Tars Taatw date, remaining feaurs)
e for i
L rotum Lesstguess)
else i remaiingfstres s empiy then
rotum L (uess)

basa csa: i s o ot rer

Fbase case: canot 5o ur
ol we s o query more
forall ¢ remaining fatures do
[ o data on which f=no
g S - the subsctof dn -
S sanff] % of majoity vole answersin NO
g majort rs i VES
0o accracy we would gt waonly qusred on

o f e thefeaturo with maximal soeff)
= 'NO ' the subse o daa on which f=no

© YES - thosubsct o dta on which e

4 bl DicisioNTRsTRAIN(NO, remaiing etures , {f))
Fight - DRCTSONTREETRATN(YES, remaising fatures |, {1))
oo Nowsl, I, right)

endit

Base cases:

If the we don’t have any data left, pick
maiority label of parent

If some other stopping criferia exists to
avoid overfitting, pick majority label

Not in this pseudocode!

77

78

fRigorithm + D crsron Tur v Tuxiata, remaiing fraures)
s+ most froquent amswer in i

W the Lbels indts sz naembiguons then

retun [rar(puss) s case: na e o s v

oot answer or s G

case:cannot it uter
e oo uery more atres

L else
+ forallf ¢ romaining fatures do

110 accuracy we wads gt e oy queied on ¢

- the feature with maxional

or)
NO - the subset of dats on which
YES - the subsetof daa on which

© B DrcrsoNTRIRTRAINO, i s, (1))
© it Ducison T Taam(YES, g s, (1)
2 retum Noox(!, i, righ)

. endit

Otherwise (i

. if none of the base cases apply):
calculate the “score” for each feature if we
used it to split the data

pick the feature with the highest score,
partition the data based on that data, e.g.
data_left and data_right

Recurse, i.e. DT_train(data_left) and
DT_train(data_right)

Make tree with feature as the splitting criterion
with the decision trees returned from the
recursive calls as the children

Jrigoritnm + D crsron T Tuxin Gata, remaining faturs)

roquentamver in it

s ¢ most T T el anower o s
- Wthe Labels in dts sre cmambiguons then

Otherwise (i.e. if none of the base cases apply):

© rotum Lastguss)

© else f g rtures is mpty then
© ot Leastguess) oas
- eise

base cse: s ot rver

o case:cannot st furter
e nood o ery more ares
A7 e s G0

| NO thesubset o des o which f-
. YES . the subse of data on ehich,

calculate the “score” for each feature if we
used it to split the data
pick the feature with the highest score,

partition the data based on that data, e.g.
data_left and data_right

110 acuracy e would et 1 o oy queried on
. endtor

- the festure with maximal core/)
NO ¢

)
right - DuCistoNTus Tan(YES, remaining fatures |, {1])
roturn Nooe(), if,right)

nait

Recurse, 6. DT_train(data_lefr) and
DT_train(data_right)

Make tree with feature as the splitting criterion|
with the decision trees returned from the

recursive calls as the children
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igorithm « DECIsIoN TREX TRATN (data rematning featres)
“gues - most lequent anewer in dala i e o s Gl
nambiguous then

Otherwise (i.e. if none of the base cases apply):
calculate the “score” for each feature if we
used it 1o split the data

L rotum Less(guess) bas casa: s o st furhr
 else it emaing atures i emply then

© rotum Luastgiess) 1150 case: camotspt urthr
Colss 1w oo 0 query morefatres

pick the feature with the highest score,
partition the data based on that data, e.g.
data_left and data_right

Recurse, i.e. DT_train(data_lefr) and
DT_train(data_right)

Make free with feature as the splitting criterios
with the decision frees returned from fhe
recursive calls as the children

Tt £ Dcrsion Tas Txaa(NO, remaing Jomnes | U7

Pght  DRCISTONTRRFTRATN(YES, romaining fstares |, {7))
rotum Noow, i, right)

What would the tree look like for...

Unicycle
Mountain Normal
Teall Mountain  Rai ves
z YES Terrain
Tl Mountain  Sunny ves
Road Trail
Road Mountain  Snowy ves
Road Mountain  Sunny ves Weather NO
Trail Normal  Snowy No . Sonn
Rainy _“Siouy Y
Trail Normal  Roiny No o
Road Normal Snowy YES No YES
Rood Normal  Sumy No
Teall Normal  Summy no

An aside: how did we decide to pick the label for normal—road—rainy?

81

Picking based on parent majority
=

Jrigorithm « D crsron T v Tuxinata, remciing frares)

Make the parent majority an extra

s = o Fequentansvern s o srowsr o G

o T parameter and pass it along in

s g e s cmpy then case you need it (get fo @ case

+ ot [L————

© else. 1w noed o query more eatures where the data is empty)

+ Toralf € g s do

. i sk o e on which -

L YES< thesbietof s 2. Before recursing, check if the data

sl of majrty vte snswers n NO

- iy inEs is empty and make a leaf node

» v sy we woul et we oy e on before recorsing

- the feature with maxional

. ore)

+ 'NO - the subsct of daa on which
- YES - the subset of dto om which,

L DRTSONTRRRTRAININO, remainig ftres |, (1)
o right ¢ DucisioNTuss Tnin(YES, remaining fetures |, (7))

retun Nooe(), i, right)
ndit

Either approach is fine!
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